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Abstract

Radiation-induced soft errors are a major concern for modern digital circuits, espe-

cially memory elements. Unlike large Random Access Memories (RAM) that can be

protected using error-correcting codes and bit interleaving, soft error protection of

sequential elements, i.e. latches and flip-flops, is challenging. Traditional techniques

for designing soft-error-resilient sequential elements generally address single node er-

rors, or Single Event Upsets (SEU). However, with technology scaling, the charge

deposited by a single particle strike can be simultaneously collected and shared by

multiple circuit nodes. The likelihood that a soft error caused by multiple circuit

node disruptions, or Single Event Multiple Upset (SEMU), happens, increases ex-

ponentially as separation between individual transistors decreases. Hence, soft error

resilience techniques for sequential elements must focus on Single Event Multiple

Upsets (SEMUs).

In this dissertation, we address these concerns by presenting a design framework

for soft-error-resilient sequential cell design with an overview of existing circuit and

layout techniques for soft error mitigation. In order to address the growing concern

over SEMUs, we introduce a new soft error resilience layout design principle called

LEAP, or Layout Design through Error-Aware Transistor Positioning, which targets

SEMUs by using circuit interactions and transistor placement to improve the soft

error performance of a circuit without significant area cost. As an example of circuit

and layout co-design for soft error resilience, we discuss our application of LEAP

on the SEU-immune Dual Interlocked Storage Cell (DICE) by implementing a new

sequential element layout called LEAP-DICE. LEAP-DICE retains the original DICE

circuit topology, but employs a layout design efficient at using transistor interactions

iv



to reduce SEMUs. After comparing the soft error performance of SEU-immune flip-

flops with the LEAP-DICE flip-flop with a test chip in 180nm CMOS under 200–MeV

proton radiation, we conclude that

• Our LEAP-DICE flip-flop achieved the best soft error performance among all

SEU-immune flip-flop designs we investigated. LEAP-DICE encounters on av-

erage 2,000X fewer errors compared to the reference D flip-flop.

• Our LEAP-DICE flip-flop encounters 5X fewer errors compared to the DICE

flip-flop, while both designs share identical circuit topology and transistor siz-

ing. LEAP-DICE imposes negligible power and delay costs and 40% area cost

compared to the DICE design.

• In the evaluation of our design framework, we also discovered new soft error

effects related to operating conditions such as voltage scaling, clock frequency

setting and radiation dose.
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Chapter 1

Introduction

The year was 2000. Mysterious computer server crashes started to plague internet

and telecommunications companies across the United States. The server crashes

happened on high-end servers made by Sun Microsystems, and the server disruptions

were serious enough that they received substantial media coverage [Lyons, 2000]. The

root cause: Soft Errors.

What are soft errors? In electronics, a soft error occurs when a signal or datum

suddenly becomes corrupted due to charge deposition produced by an energetic par-

ticle strike. The data corruption is not a persistent phenomenon, and the system

can normally function if it is allowed to reset itself or recover from a previous state.

Therefore, a soft error happens infrequently and is difficult to reproduce. In the case

of Sun Microsystems, infrequent data corruption by cosmic rays (i.e. atmospheric

neutrons and protons) in the unprotected cache memory of the affected servers was

identified as the root cause for the mysterious server crashes. And Sun was not the

only semiconductor company affected by soft errors. A series of soft error warnings

was also issued by Cisco for its networking switches, and now Cisco has dedicated

customer support related to soft errors in their products [Cisco Systems Inc., 2005].

1



CHAPTER 1. INTRODUCTION 2

1.1 A Brief Overview of Soft Errors

Soft errors in electronics have been directly observed starting from the 70s. It was

first theorized by Wallmark and Marcus [1961] that silicon device dimensions would

be eventually limited to 10 µm by cosmic rays. Then reports of cosmic-ray-induced

upsets came in space electronics in 1975 by Binder et al. [1975]. Soon, cosmic-

neutron-induced upsets at the ground level were recorded in the Cray-1 computer at

Los Alamos National Laboratory in 1976 [Normand et al., 2010], followed by accounts

of alpha-particle-related upsets in dynamic random memories (DRAM) three years

later [May and Woods, 1979]. Dodd and Massengill [2003] gave a detailed history of

soft errors in electronics. Benedetto [1998] also described the challenge of electronics

facing soft errors in space applications.

In recent years, as transistor dimensions have scaled down to deep submicron

levels, transistors become more and more sensitive to charge collection due to particle

strikes. While major progress in the development of soft error resilience techniques

allowed the soft error rate in silicon memory and sequential cells to fall [Borucki et

al., 2008], technology scaling also means that more transistors than ever are packed

within the same unit area, and the soft error improvement per memory cell has not

been keeping pace with the exponential growth of transistor density. As a result,

overall soft error rate per chip has rapidly increased, and is now a major reliability

concern for microprocessors [Karnik and Hazucha, 2004; Baumann, 2005; Meaney et

al., 2005; Mitra et al., 2005; Seifert, 2007; Sanda et al., 2008; Gill et al., 2009; Dixit

and Heald, 2009; Dixit and Wood, 2011].

The first soft error hardening efforts were developed in the 1980s, and focused

on hardening large random access memory (RAM) arrays to prevent or correct soft

errors in stored memory cells, either through static random access memory (SRAM)

cell hardening [e.g., Andrews et al., 1982; Weaver et al., 1987] or error correction

codes [e.g., Hsiao, 1970; Chen and Hsiao, 1984]. May et al. [1984] discovered that

propagation of glitches in combinational logic produced by particle strikes can also

lead to soft errors. However, the contribution of soft errors in combinational logic was

not substantial enough at the time, and most efforts were concentrated on the design
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of robust sequential elements. The development of soft-error-resilient SRAM cells

[e.g., Diehl et al., 1982; Weaver et al., 1987] later leads to soft-error-resilient latch

designs such as the Rockett Cell [Rockett, 1988], the Whitaker Cell [Whitaker et al.,

1991] and the Dual Interlocked Storage Cell (DICE) [Calin et al., 1996]. Redundancy

techniques such as Triple Modular Redundancy and Double Modular Redundancy

soon followed [Mavis and Eaton, 2002; Mitra et al., 2005; Shuler et al., 2005].

1.2 Purpose

The design techniques for designing soft-error-resilient sequential elements, described

in the previous subsection, generally address single errors caused by Single-Event

Upsets (SEUs), where charge collection in one circuit node due to a particle strike

can flip the value of the memory bit stored. However, with technology scaling, the

charge deposited by a particle strike can be simultaneously collected and shared by

multiple circuit nodes in the same well [Olson et al., 2005; Seifert, 2007; Amusan et

al., 2008]. In addition to charge sharing, the particle strike direction also determines

how much charge is deposited, as well as charge distribution among multiple nodes

[Amusan et al., 2006; Baze et al., 2008]. When the incoming particle is a proton or

neutron, interactions between the incident particle and the silicon nucleus can produce

secondary particles generating multiple ionization tracks [Koga, 1996]. A Single-

Event Multiple Upset (SEMU) happens when one energetic particle generates charge

collection in multiple circuit nodes resulting in a soft error [Dodd and Massengill,

2003]. As device dimensions shrink, the probability of SEMUs increases exponentially,

and previous techniques focusing on single node upsets are not as effective against

SEMUs. Hence soft error resilience techniques for sequential elements must focus

on SEMUs. Since SEMUs have a geometric dependence on circuit layout, the main

focus of this work is to bring in integrated circuit layout, specifically the placement

of individual transistors, as a new design dimension to mitigate SEMUs in addition

to existing circuit and layout techniques for soft error resilience.
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1.3 Contributions

The primary contribution of this dissertation is as follows:

• We demonstrated the first silicon implementation of the LEAP layout principle

for soft error resilience in digital circuits with the new LEAP-DICE flip-flop.

LEAP, or Layout Design through Error-Aware Transistor Positioning, is a

layout design principle that relies on transistor placement and transistor inter-

actions within the circuit to reduce the overall single event circuit response.

LEAP-DICE has the best soft error performance among existing circuit tech-

niques with moderate area and power cost, and achieves 2,000X soft error re-

silience compared to the standard D flip-flop.

The development of the LEAP-DICE flip-flop also leads to other contributions:

• We developed a framework for soft-error-resilient sequential cell design, by quan-

tifying the performance trade-offs of circuit and layout resilience techniques in

the soft-error-resilience — power — delay — area design space. We experimen-

tally demonstrate the success of this framework with a comprehensive evaluation

in silicon of representative circuit and layout techniques using an 180nm CMOS

test chip. In this framework, we also introduced a simple yet easy-to-use met-

ric called Soft Error Resilience, to evaluate the robustness of different circuit

designs operating under the same conditions.

• We also discovered new soft error effects related to circuit operating conditions

such as supply voltage, total radiation dose and clock frequency. From these ob-

servations, we concluded that design for soft error resilience must target circuit

operating conditions over the lifetime of the application.

1.4 Organization

This chapter provided a brief history of the discovery of soft errors in electronics

as a primer for research in soft errors. It then described the earlier development
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of soft error resilience techniques. With growing concern over SEMUs as a result of

technology scaling, we decided to address this problem by developing a new soft-error-

resilient cell called LEAP-DICE using a combination of circuit and layout techniques.

The new sequential cell design and the preparation of an effective design framework

to evaluate this cell, form the basic of this work.

To familiarize the reader with radiation effects in electronics, we describe various

sources of radiation as well as their short-term and long-term effects on electronics

in Chapter 2. Chapter 3 provides an overview on existing circuit-level soft-error-

resilience techniques. After briefly discussing existing layout techniques, Chapter

4 introduces the new LEAP layout design principle for soft error resilience, then

implements the new LEAP-DICE design created from the application of this layout

principle on the SEU-immune DICE circuit topology. The resulting sequential cell

design is both SEU-immune and SEMU-resilient.

In order to evaluate the soft error performance of the new LEAP-DICE flip-flop,

we created a test chip containing the new design, plus a baseline design and addi-

tional SEU-immune flip-flop designs inspired from existing circuit techniques to form

a basis for comparison. Chapter 5 discusses the design and implementation of the

180nm CMOS test chip. Our experimental procedures and results obtained from

accelerated radiation testing at Los Alamos National Laboratory and Indiana Uni-

versity Cyclotron Facility are reported in Chapter 6. Finally, Chapter 7 completes

this dissertation by reviewing the major contributions of this work and offers new

insights into possible future research in soft errors. A bibliography of all references is

included at the end to facilitate the reading of this work.



Chapter 2

Radiation Effects in Electronics

As transistors become smaller and smaller with technology scaling, they become more

sensitive to temporary disruptions caused by energetic particle strikes from the sur-

rounding environment. These disruptions, called Single-Event Effects, are of great

concern for the reliable operation of deep submicron electronic circuits. Single-event

effects can cause soft errors, where loss or corruption of data occurs but the circuit can

operate correctly if allowed to reset, and hard errors, where the circuit can become

permanently damaged. This chapter starts with a discussion on how single-event

effects can disturb circuit operation, then continues with various radiation sources

capable of producing energetic particles causing soft errors along with different types

of radiation particles of concern. Although long-term exposure effects, called Total-

Dose Effects, are not of concern in terrestrial environment, they can impact electron-

ics under accelerated radiation testing (used to estimate the soft error performance

within a short period of time), and are briefly discussed in this chapter, followed by

conclusions.

2.1 Single-Event Effects

When an energetic particle from the environment hits silicon, it can generate charge

through direct ionization or indirect ionization. Direct ionization happens when the

particle bounces off outer electrons of silicon atoms in its traveling path, generating

6
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ion’s passage (Figure 2a). When the resultant ionization

track traverses or comes close to the depletion region,

the electric field rapidly collects carriers, creating a cur-

rent/voltage glitch at that node. A notable feature of the

event is the concurrent distortion of the potential into a

funnel shape.6 This funnel greatly enhances the drift col-

lection’s efficiency by extending the high-field depletion

region deeper into the substrate (Figure 2b). The funnel’s

size is a function of substrate doping—the funnel distor-

tion increasing as substrate doping decreases. This col-

lection phase completes within tens of picoseconds, and

another phase follows in which diffusion begins to dom-

inate the collection process (Figure 2c). An additional

charge collects as electrons diffuse into the depletion

region on a longer time scale (hundreds of nanoseconds)

until all excess carriers have been collected, recombined,

or diffused away from the junction area. Figure 2d shows

the corresponding current pulse resulting from these

three phases.

In general, the farther away from the junction the

event occurs, the smaller the charge that will be col-

lected and the less likely that the event will cause a soft

error. In actual circuits, a node is never isolated but is

actually part of a complex sea of nodes close to one

another; thus, charge sharing among nodes and parasitic

bipolar action (the formation of an unintentional bipolar

transistor between junctions and wells) can greatly influ-

ence the amount of charge collected and the size and

location of voltage/current glitches in the circuit.

The magnitude of Qcoll depends on a complex com-

bination of factors, including the device’s size, biasing

of the various circuit nodes, the substrate structure,

device doping, the type of ion (as well as its energy and

trajectory), where the ion occurs within the device, and

the device’s state. However, Qcoll is only half the story;

the device’s sensitivity to this excess charge also

requires consideration. This sensitivity depends pri-

marily on the node capacitance, the operating voltage,

and the strength of feedback transistors; all these fac-

tors define the amount of charge, or critical charge

(Qcrit), required to trigger a change in the data state. The

device’s response to the charge injection is dynamic

and depends on the pulse’s magnitude and temporal

characteristics; therefore, Qcrit is not constant but
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Figure 1. Linear energy transfer converted into charge

generation per linear distance for various ions in silicon. On
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traveled in a medium, measured in femtocoulombs per micron.
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caused by the passage of a high-energy ion (d).
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Figure 2.1: Charge generation and collection from Baumann [2005, Figure 2].

electron-hole pairs in its wake. Indirect ionization happens when a small-size particle

interacts with the silicon nucleus to produce various by-products such as heavy ions

or charged particles, which can in turn produce charge through direct ionization.

During direct ionization, the energetic particle can create disturbance in the form

of Linear Energy Transfer (LET), or kinetic energy loss per unit length. LET is

often expressed in units of energy per distance such as MeV/cm, or MeV·cm2/mg

when normalized by the density of the material [JEDEC Standard, 1996]. In silicon,

every 3.6eV of energy lost produces one electron-hole pair, and charge collection of 1

to 100s of fC often occurs within a few microns of a reverse-bias silicon junction.

As an energetic ion strikes in the vicinity of a reverse-biased silicon junction,

electron-hole pairs form around the particle track, where most of the charge generation

is concentrated in a cylindrical form. Right after the onset of the event, charge

collection rapidly occurs near the depletion region of the silicon junction by drift

action within a nanosecond, followed by slower charge collection from diffusion. The

overall result is a current pulse shown in Figure 2.1. If the particle strikes in a

silicon region where no electric field is present, the electrons and holes generated will

not move by drift or diffusion, and will recombine in place, resulting in no charge

collection. Baumann [2005] offers a detailed explanation of the charge collection

process.

Energetic particle strikes can cause both soft errors (temporary disruption of data)
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or hard errors (permanent hardware failure). The following subsections discuss their

causes and behaviors.

2.1.1 Soft Errors

In the event that a particle strike results in charge collection in a circuit node in a

digital circuit, the circuit node voltage can momentarily change. If the magnitude

of this voltage is large enough, a Single-Event Transient (SET, also called a glitch)

can happen. The equivalent amount of charge required to be collected is called

Critical Charge, often labeled as Qcrit [Dodd and Sexton, 1995]. If the SET is allowed

to propagate and persist in a digital circuit, it can create a Soft Error, an erroneous

change (or upset) in the state of the circuit. On one hand, a Single-Event Upset (SEU)

is a soft error with only one transistor diffusion node affected by charge collection. On

the other hand, a Single-Event Multiple Upset (SEMU) occurs when a particle strike

affects multiple transistor diffusion nodes and causes a soft error. The Soft Error Rate

(SER), is the rate at which a device or system encounters or is expected to encounter

soft errors. It can be expressed as either the number of Failtures-In-Time (FIT), or

as Mean Time Between Failures (MTBF). FIT is characterized in units of number of

errors per billion hours (1 FIT = 1 error per 109 hours). MTBF is measured in terms

of number of hours between individual failures (1 MTBF = 114,077 FIT). Please note

that a “failure” is not equivalent to a “soft error”, since a soft error may not result

in the overall system failure, and multiple soft errors may be required to induce a

system failure.

2.1.2 Hard Errors

In addition to creating soft errors, single particle strikes can sometimes have long

lasting and potentially damaging effects. If the particle energy is sufficiently large,

it can create a Single-Event Gate Rupture (SEGR), where the electric field across

the transistor gate oxide becomes large enough to exceed the critical breakdown field

allowed. The result of the oxide breakdown is a permanent short circuit through the

oxide. Interestingly enough, the device scaling of transistor oxide thickness actually
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increases the electric field tolerance for oxide breakdown [Sexton et al., 1997; Massen-

gill et al., 2001]. SEGR is not a concern for modern CMOS processes at the ground

level.

Single-Event Latchup (or SEL) is another potential catastrophic failure mechanism

caused by energetic particles [Leavy and Poll, 1969]. When a particle strikes in the

vicinity of two neighboring PMOS and NMOS transistors, it can activate the parasitic

PNPN structure formed by the NMOS-PMOS pair (see Figure 2.2). The activated

parasitic PNPN structure provides a short impedance path between the power and

ground of the circuit and creates a short circuit current run-off, potentially destroying

transistors in the vicinity. Once latchup occurs, the only way to remove this condition

is through power cycling (i.e. turning off the power supply then turning it back on).

Latchup can be prevented by properly insulating each individual transistor at the

process level, or by following proper integrated circuit layout rules by placing supply

contacts or guard rings (acting as low-resistance paths to supplies) near transistors

(see Section 4.2.1). Some silicon processes containing good isolation such as Silicon-

on-Insulator (SOI) are thus inherently resistant to latchup. [Sexton, 2003] provides a

detailed review of the various destructive single-event effects found in semiconductor

devices. Please note that hard errors are not the focus of this work. This work

primarily deals with soft errors in the terrestrial environment.

2.2 Sources of Radiation

Soft errors are caused by particles from radiation sources in the environment. The

following subsections detail different sources of radiation causing soft errors in elec-

tronics.

2.2.1 Near-Earth Radiation Environment

The Near-Earth environment is home to a host of energetic charged particles around

Earth held in place by the Earth’s magnetic field. Most of these particles originate

from either the solar wind or cosmic rays. Particles trapped in this region are mostly
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Fig. 1. IV characteristic for latchup.

The collector, base, and emitter of a vertical npn transistor
are formed by the n-substrate, p-well, and ndiffusions,
respectively. Similarly, a pnp lateral transistor is formed by p
diffusions, the n-substrate, and p-well regions. A bias network
for these parasitics is formed by the spreading resistance be-
tween the base (n+ substrate contact) and emitter (p-diffusion)
of the lateral pnp, and the base (p-well contact) and emitter
(n-diffusion) of the vertical npn transistors. A simplified circuit
diagram illustrating the interconnection of these elements is
shown in Fig. 2(b).

Latchup is triggered when any source of excess carriers turns
on the vertical npn or lateral pnp transistor. When this happens
in the lateral pnp, for example, the collector current for the pnp
feeds into the base of the npn and is amplified, causing more
npn collector current, and consequently, a larger voltage drop
across , thereby driving the lateral pnp harder. This regen-
eration leads to a rapid switch from a blocking state (regions
I) to a latched state (region II). Latchup can also be triggered
by excess current in the p-well leading to turn on of the vertical
npn. Latchup can only be sustained when the gain product of the
parasitics exceeds 1, the bias network supports a forward bias at
both emitters, and the load line for the power supply can provide
enough current to sustain a latchup condition. For an in-depth
review of the physics of electrical latchup the reader is referred
to an excellent treatment of the subject by Troutman [8].

The first focus on this effect due to radiation occurred in the
early 1960s when it was observed that transient radiation could
trigger latchup in bipolar integrated circuits [9]–[11]. Leavy
and Poll [11] attributed failures in triple- and quad-diffused ICs
under high dose-rate irradiation to the triggering ofpnpnaction
in these devices by radiation-induced excess photocurrents.
Their analysis was confirmed by measurements, which showed
that radiation-induced latchup occurred only in devices that
could be electrically triggered into latchup. Gregory and Shafer
[12] significantly extended this work by showing that latchup
could also occur in CMOS IC technologies under exposure to
transient radiation. They laid the foundation for this study in
MOS based IC technologies and established the rule of thumb
that the gain product must be greater than
one for latchup to occur. In this work, Gregory and Shafer

(a)

(b)

Fig. 2. Structure leading to latchup in CMOS technologies. (a) Cross section
of a bulk CMOS technology on n-substrate material. (b) Equivalent circuit (after
Soliman [7]).

also suggested the key process mitigation techniques that are
possible, including reducing the parasitic bipolar gain, use of
thin epitaxial layers on heavily doped substrates, use of nand
p guard rings, and use of dielectric isolation, such as SOS
or SOI, which eliminate the four-layerpnpn paths required
for latchup. Layout techniques were also recommended to
minimize spreading resistance drop in wells and the substrate.
Sivo et al.showed a strong temperature dependence of latchup
in CMOS ICs exposed to transient radiation, an effect that
at the time was attributed to an increase in bipolar gain with
temperature [13].

In 1979, while demonstrating that energetic heavy ions did
indeed cause upset in Schottky TTL static RAM ICs of the type
that had exhibited upset in space [2], Kolasinskiet al. [14] also
observed single-event latchup in 1 K- and 4 K-bit CMOS mem-
ories. This work also exposed devices at nonnormal angles of
incidence relative to the direction of the ion beam as a way to
explore a wide range of ion paths through the sensitive volume.
Researchers were finding that upset and latchup could not be in-
duced by protons and neutrons in state of the art devices at that
time [15].

A typical latchup curve is shown in Fig. 3, which plots latchup
cross section as a function of heavy-ion linear energy transfer
(LET). As in the case of SEU and other single-event effects,
cross section here is a measure of the area of a device that is sen-
sitive to latchup, while LET is a measure of the energy deposited
by an ion as it passes through the semiconductor material. LET
has units of energy loss per unit areal density (MeV-cm/mg) or
charge generated per unit pathlength (pC/m).1 An SEL curve
typically rises from a threshold through a shoulder region and
asymptotically approaches a saturation cross section. Unlike
SEU, it is usually difficult to measure an abrupt threshold.

1In silicon, 100 MeV-cm/mg is roughly the equivalent of 1 pC/�m.

Figure 2.2: Parasitic PNPN structure leading to single event latchup from Sexton
[2003]. (a) Cross-section of a bulk CMOS technology on n-substrate material. (b)
Equivalent circuit.

electrons and protons as well as heavy ions [Walt, 1994; Hareyama et al., 2007]. In

this study, we do not consider electronics operating in space.

2.2.2 Terrestrial Radiation Environment

Radiation affecting electronics in the terrestrial environment mainly comes from three

sources: alpha particles, high-energy cosmic rays and low-energy cosmic rays [Bau-

mann, 2005]. To evaluate the soft error resilience of a system, it is possible to perform

an accelerated testing using a concentrated radiation source to mimic the actual radi-

ation dose received during its lifetime of operation. The accelerated radiation testing
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can predict actual field soft error performance lasting several years in a short amount

of time (typically minutes to hours) in laboratory setting. However, devices under

irradiation can become damaged by the high intensity of the radiation source, and the

soft error rate measured from this process can deviate from the actual field behavior.

The following subsections describe various forms of radiation sources in the terres-

trial environment, along with the availability of accelerated testing for these radiation

sources.

Alpha Particles

Alpha particles, as a major source of soft errors in electronics, were first observed in

the 1970s in DRAM memories [May and Woods, 1979]. An alpha particle consists of a

nucleus formed by two neutrons and two protons, and is emitted by the nuclear decay

of unstable radioactive isotopes such as Uranium-238 (238U) or Thorium-232 (232Th)

in packaging, and Lead-210 (210Pb) in solder. Alpha particles are mostly produced at

energy levels of less than 10 MeV [Baumann, 2005], and can create charge through

direct or indirect ionization. Since an alpha particle is positively charged, it creates

an ionizing path when it travels through silicon until it loses all its energy (being

“stopped”). In silicon, the traveling range of a 10-MeV alpha particle is less than

100 µm. Therefore, only alpha particles produced close to the silicon die (i.e. from

packaging) can cause soft errors. Alpha particles used to be of great concern, but can

be mitigated by making sure packaging material is not contaminated with radioactive

isotopes.

To perform accelerated alpha-particle testing on integrated circuits, one can simply

place a thin radioactive foil such as Californium-252 (252Cf) directly over the silicon

die [Koga, 1996].

Neutrons

Atmospheric neutrons are also a major source of soft errors in electronics. When

cosmic rays reach the Earth’s atmosphere, they produce a chain of nuclear interactions

with the atmosphere, producing muons, protons, neutrons and pions reaching sea level
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Table 4 Particle flux ratio:  DenveriNew  York  City. 

Particle  Percentage 

Electrons 
Protons 
Pions 
Neutrons 
Muons 

+611 
+518 
+498 
+378 
+ I42 

being expressed  in  g/cm*. To  convert  terrestrial  altitudes 
to  atmospheric  pressure, g/cm*, we have  derived the 
simple fitted equation 

A = 1033 - (0.036488) + (4.26 X 10 - 7 H 2 ) ,  (5) 

where A is in g/cm* and H is in feet  (this  assumes  an 
average  barometric  pressure  and  a  temperature of 0°C). 
For  the lower altitudes, we calculate typical absorption 
lengths (also  called attenuation  lengths) using our 
Boltzmann  transport  equations;  see Table 3. 

because of the  strength of their  interaction with the 
atmosphere,  and  their mass. A  larger  absorption  length 
means slower attenuation,  and  hence less difference in flux 
when we compare  locations with different  altitudes.  As  an 
example of the  magnitude of these  factors,  the  increase in 
cosmic ray flux from New York City (0 feet = 1033  g/cm*) 
to  Denver (5280 feet = 852 g/cm2) is shown  in Table 4. 
To  compare  the  total  hadron flux at  these two cities, these 
flux changes must be multiplied by the  absolute sea-level 
flux for  each type of particle. This will cause  the  hadron 
increase  from  NYC to Denver to be  about  a  factor 
of  4. 

The  absorption  lengths of various  particles  are  different 

The  proton + pion relative portion of the cosmic ray 
nucleon flux increases with altitude,  and  the  muon-capture 
portion  decreases.  At  altitudes such  as that of Leadville, 
Colorado,  elevation 10 151 feet,  the  proton + pion  portion 
of the  nucleon flux is about  30% of the  total flux, as 
compared  to 4 %  at sea level. 

Variation of terrestrial cosmic  ray flux with 
geomagnetic  location 
The ability of charged-particle  radiation  to  penetrate  the 
magnetosphere  from  the  outside is limited by the  earth's 
magnetic field. Particles with a low magnetic rigidity (i.e., 
momentum  per unit charge)  are  turned back by the field, 
so they are  unable to penetrate  to  terrestrial  altitudes.  For 
each  point in the  magnetosphere  and  for  each  direction of 
particle  trajectory  to  that  point,  there exists a  threshold 
value of magnetic rigidity,  called the geomagnetic cutoff. 
Below this momentum value, no  charged  particle  can 
reach sea level [29]. 

IBM J .  RES. DEVELOP. VOL. 42 NO. 1 JANUARY 1YYN 

10-2 
Latitude:  42.35" N (GM = 54.03") 
Longitude: 288.95" E (GM = 357.37" 
Altitude: 0 ft 
Press. = 1033 g/cm2 

- Neutrons = 0.0142 

lo-' - Pions = 0.0000153 
Protons = 0.000114 

Particle  energy (GeV) 

Theoretical sea-level cosmic rays. Theoretical calculation of the 
flux of cosmic ray particles at New York City. The most abundant 
particles  are  muons, which physically  act  like heavy electrons 
except that they are unstable and  have a lifetime of less than 2 ps. 
The next most abundant particles are  neutrons, which are very 
penetrating because they are neutral and  do not lose energy to  the 
electron sea of the atmosphere. There  are  just as many protons as 
neutrons produced in the upper-atmosphere cosmic ray showers, 
but the protons are charged and hence constantly lose energy to the 
atmospheric electrons  and disappear faster than the neutrons at 
lower altitudes. The pions, like the muons, are unstable, and  there 
are 100 muons for every pion at sea level, hut pions are  far more 
effective in causing soft fails in electronic circuits [28]. All flux 
curves  below 0.1 GeV  have  limited  accuracy  because  local 
building materials can vary the absorption and production of the 
particles by more than 1OX [26]. 

The first geomagnetic cutoff was computed by Stormer 
in 1930 [30], and since that  time this field has  become  a 
long-term  endeavor  for  various scientists [7-161. The U.S. 
government  has  sponsored  research in this field for 
50 years  because of its  implications for  long-distance 
communications.  The most accurate values to  date  are 
probably those of Shea  and  Smart, who use  a  three- 
dimensional  model of the  magnetosphere  and massive ray- 
tracing  algorithms  to  establish  geomagnetic cutoffs. Their 
work is updated every five years to incorporate  changes in 
the  distribution of the  magnetosphere.  (This is discussed 
in detail in the section on  calculation of geomagnetic 
rigidity.) 

a  quiescent sun. Solar  flares  cause  major  distortion of the 
magnetosphere,  and  this  has  been  treated in detail  to 
show how the  cutoffs  should  be  increased  depending  on 
simple parameters of the  flare [31]. The  assumptions of 
this  treatment  are  crude,  but since the effect is, at  most,  a 
factor of 2  increase in terrestrial flux for  the few days the 

These  calculations of geomagnetic cutoffs are always for 

125 
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Figure 2.3: Theoretical sea-level cosmic rays from Ziegler [1998].

[Ziegler and Lanford, 1980]. Figure 2.3 shows the distribution of cosmic ray particles

at ground level. Among the cosmic ray particles found, neutrons are the main source

of soft errors, as electronic chips cannot be well shielded from the cosmic neutron flux

using conventional means (metal shielding, better shielding materials etc.): one foot

of concrete can barely reduce the neutron flux by a factor of 1.4 [Dirk et al., 2003].

The neutron flux depends on the altitude: going from sea level to 10,000 feet, the

neutron flux increases by about 10X.

Since neutrons have no charge themselves, they can only generate charge through

indirect ionization by interacting with silicon nuclei or nuclei of other elements (dopants

or metal) present in the chip [Baumann, 2005]. When a neutron collides with the nu-

cleus of an atom, it can break the nucleus into multiple fragments (inelastic collision)

or displace it (elastic collision). The fragments or recoil products can become a lighter

ion with additional smaller particles (neutrons, protons or alpha particles), and they

will move through silicon by bouncing off outer electrons of neighboring atoms in

their ionization path before being completely stopped in silicon.
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Low-energy neutrons, or thermal neutrons, tend to be absorbed through inelas-

tic collision. Most importantly, very low energy neutrons (� 1 MeV) can interact

with the Boron implant found in semiconductor doping. Boron naturally occurs with

two isotopes: Boron-11 (11B, 80.1% abundance) and Boron-10 (10B, 19.9% abun-

dance). The 10B isotope is unstable in the presence of neutrons, and has a reaction

cross-section three to seven orders of magnitude higher than other isotopes found in

semiconductor materials. When a 10B nucleus absorbs a thermal neutron, it breaks

apart into an excited Lithium-7 (7Li) recoil nucleus and an alpha particle capable of

inducing soft errors. The 10B isotope can be found as p-type silicon doping implant

and as implant in the BPSG dielectric layer, but its occurrence is three orders of

magnitude more likely in BPSG than in silicon implant doping. For conventional

processes containing BPSG, BPSG is the main source of soft errors due to boron

reactions. It is possible reduce SER due to 10B activation by eliminating the BPSG

layer in the silicon processes, or by enriching BPSG with 11B isotope [Baumann and

Hossein, 1995].

It is possible to perform accelerated neutron testing at one of the following facilties:

• Los Alamos Neutron Science Center (LANSCE) at Los Alamos National Labo-

ratory in Los Alamos, NM.

• Tri-University Meson Facility at the University of British Columbia (TRIUMF)

in Vancouver Canada.

• Atmospheric-like Neutrons from thick Target (ANITA) at Svedberg Laboratory,

Uppsala University in Uppsala, Sweden.

• Research Center for Nuclear Physics (RCNP) at Osaka University in Osaka,

Japan.

• Vesuvio Beamline (ISIS) at Rutherford Appleton Laboratory, Oxfordshire, United

Kingdom.

In this work, we used the ICE House at LANSCE to perform accelerated neutron

testing [LANSCE, 2011]. The neutron testing is discussed in Section 6.2.1.
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Protons

Atmospheric protons can cause soft errors in electronics. Low-energy protons can be

easily absorbed by the atmosphere or most shielding materials and are not a con-

cern for soft errors. At high energy levels (> 100 MeV), protons behave similarly to

neutrons in that they generate charge mostly through indirect ionization. However,

high-energy proton flux at the ground level (as seen from Figure 2.3) is not very

significant compared to the neutron flux, and high-energy protons are often lumped

together with high-energy neutrons for study purposes. In the near earth environ-

ment, protons are a significant source of radiation, and can both cause soft errors and

induce significant long-term damage to electronics similar to transistor aging.

Accelerated proton beam facilities can be found in both dedicated research beam

accelerators and cancer treatment facilities, as proton therapy is commonly used for

treatment of certain types of cancer such as prostate cancer, pediatric neoplasms,

brain cancer and lung cancer. In this study, we performed accelerated proton beam

testing at the Indiana University Cyclotron Facility in Bloomington, Indiana [IUCF,

2011]. The proton testing is discussed in Section 6.2.2.

Heavy Ions

Heavy ions are energetic ionized atoms heavier than helium. Heavy ions are mostly

found in the space environment, but can also be found as secondary products of

neutron or proton nuclear interaction with silicon, metal or silicon dopants such as
10B (discussed previously in Section 2.2.2. [Baumann, 2005] When a heavy ion hits

silicon, it creates charge only through directly ionization, and becomes completely

stopped in silicon. Due to their large size, their energy is entirely transferred to

silicon and they can generate substantially more charge than small particles such as

neutrons and protons. This work does not consider heavy ions for soft errors, although

they also have similar single event effects in electronics.
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2.3 Total Dose Effects

When circuits operate for a long time under radiation exposure, they can be subject

to slow-varying but lasting effects called Total Dose Effects. Most of the radiation-

induced long term damage to CMOS transistors is located in the silicon oxide layer,

where additional trap centers are created. Damage to both the field oxide and the

gate oxide can change the behavior of transistors, affecting mostly the threshold

voltage, leakage current, transconductance (or current gain) of the transistors and

noise performance [Wang, 2009, Section 2.3]. In general, radiation dose increases

and decreases the threshold voltage of PMOS and NMOS transistors, respectively.

For digital circuits, these total-dose effects translate into leakage current (and power)

increase, rise/fall transition mismatch (falling transitions become faster while rising

transitions become slower) and delay distribution expansion (where the minimum

delay path may become faster over time and the maximum delay path slower). These

effects are very similar to transistor aging effects in deep submicron processes such

as Negative Bias Temperature Instability (NBTI) and Positive Bias Temperature

Instability (PBTI).

Although this work primarily deals with radiation effects in the terrestrial envi-

ronment where total-dose effects are minimal, it is important to note that devices

can experience these effects under accelerated radiation testing. Total-dose effects

affecting the soft error resilience of sequential circuits are reported in Section 6.2.2.

2.4 Conclusion

This chapter presented an introduction to radiation effects in electronics. Single-

event effects, the focus of this work, were divided into soft errors and hard errors.

Various soft error terminologies integral to this work were first given, followed by

brief descriptions of hard errors such as single-event latchup and single-event gate

rupture. To better understand where and how single-event effects occur, various

radiation environments and types of radiation particles affecting transistors were de-

scribed. Accelerated radiation testing offers the possibility of quickly estimating the
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soft error performance of electronics within a short time frame. However, total-dose

effects, although absent in the normal terrestrial environment, can pose a challenge

on circuit operation and performance during accelerated radiation testing, and were

later explained in this chapter. To ensure reliable operation of digital circuits, the

aforementioned radiation effects, specifically single-event effects, must be taken into

account in the design of soft-error-resilient circuits. The following chapter elaborates

on various circuit design techniques capable of addressing single-event upsets, and

new layout design techniques are developed in Chapter 4. Experimental results from

radiation experiments confirm the effectiveness of these design techniques against

single-event effects in Chapter 6, and discover new circuit effects caused by radiation

effects discussed in this chapter.



Chapter 3

Circuit Soft Error Resilience

Techniques

Radiation-induced soft errors have been an important design issue for space-bound

system applications. A designer can attempt to reduce the number of soft errors

by either making individual transistors or circuits more robust to soft errors, or ac-

cept that soft errors may occur and use error detection and correction to recover

from data corruption. To prevent soft errors from occurring, Radiation Hardness-By-

Design (RHBD) techniques can be developed at the circuit abstraction level, where

the operation of a circuit inherently prevents temporary disruption of a circuit node

due to a radiation strike from propagating and generating a soft error.

This chapter presents an overview of existing circuit techniques for soft error

resilience. The chapter begins with an introduction on how digital circuit designers

traditionally perceive radiation-induced soft errors. Soft errors are then categorized

by the type of digital logic where they originate (combinational logic and sequential

logic). Soft errors originating from combinational logic typically have substantially

lower error rates than those from sequential logic. Therefore, most of the current

RHBD efforts are focused on making sequential elements more robust. To give a

general understanding of how circuit design can be used to reduce soft errors in

sequential logic, this chapter first describes RC-based circuit techniques used to make

each circuit node more resistant to charge collection. RC techniques harden a circuit

17
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node by increasing the time constant of the circuit relative to the time constant

of single event charge collection. With device scaling, circuits become faster and

consume less power, and RC techniques impose a large performance penalty on deep

submicron circuits.

Circuit redundancy techniques, described next in this chapter, provide an efficient

alternative for reducing soft errors. The main forms of circuit redundancy, such as

Triple Modular Redundancy (TMR) and Dual Modular Redundancy (DMR), can of-

fer several orders of magnitude in soft error reduction, by replicating identical circuit

elements in the hope that a particle strike will only affect some but not all circuit

elements, and the circuit can recover from partial failure by voting on the results

of each replicated element. These circuit redundancy schemes can make sequential

circuits immune to Single-Event Upsets, or single errors due to radiation strikes af-

fecting on a circuit node. This chapter places more emphasis on DMR due to its lower

associated design costs, by describing an assortment of DMR circuit level techniques

successfully used in the past or currently in use. The chapter then concludes with

a discussion on the shortcomings of the circuit-level soft error resilience techniques,

specifically circuit vulnerability to Single-Event Multiple Upsets (SEMUs), where a

single particle strike can cause charge collection in multiple circuit nodes.

3.1 Soft Error Generation

In the past, circuit techniques for soft-error-resilient sequential cells generally target

soft errors due to upsets on a single circuit node, or Single Event Upsets (SEUs). For

circuit designers, charge collection on a single circuit node due to a particle strike was

thought of as a short duration current pulse producing a voltage glitch, called Single

Event Transient (SET). SETs are often modeled as rectangular or double exponential

current pulses (see Figure 3.1) [Messenger, 1982], instead of a more accurate current

model involving complex device-level simulations such as the one shown in Figure

2.1. For technology nodes with feature sizes larger than 0.25µm, this assumption was

mostly valid, as Single Event Multiple Upsets (SEMUs), or simultaneous upsets on

multiple circuit nodes due to a single particle strike, still formed a small portion of
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the overall Soft Error Rate (SER) (see Figure 3.2) [Seifert et al., 2006].

The proportion of SEMUs in all soft errors increases exponentially as device di-

mensions and distances are reduced. Chapter 4 addresses the growing SEMU concern

through transistor layout techniques.

Soft errors can be categorized in two groups: soft errors in combinational logic

and soft errors in sequential logic. A soft error can be generated when a particle hit

produces a SET (glitch) on a combinational logic gate: the SET can propagate down

the combinational path and become latched by a sequential cell, producing a soft

error (Figure 3.3) [Mavis and Eaton, 2002; Dodd and Massengill, 2003].

In order for the SET in the combinational logic to produce a soft error, several

conditions must be satisfied:

1. The produced SET must be a voltage pulse with sufficient amplitude (larger

than the input noise margin) and duration to propagate downstream.

2. The logic path leading to the sequential cell must be sensitized to allow the

SET to propagate to the input of the sequential cell.

3. The SET must arrive at the data input of the sequential cell inside the cell’s

vulnerable input latching window (Figure 3.4).

However, combinational soft errors still form a very small portion of the overall

soft error rate, and typical soft error resilience strategies target sequential soft errors.

When an energetic particle strikes a sequential cell in its retention state, sufficient

charge can be collected by the circuit node storing the memory content and alter the

memory state. To prevent soft errors in sequential cells, we can harden individual

circuit nodes to make them more resilient to charge collection. The likelihood that an

individual node becomes upset depends on its node capacitance, the voltage difference

needed to flip its logic value as well as the strength (or lack) of the driver maintain-

ing the node voltage. Resistor- and capacitor-based techniques discussed in Section

3.2 can reduce the soft error rate by targeting these conditions to protect against

individual node upsets, but they do not provide full immunity against SEUs and can

affect circuit performance. It is possible to make sequential cells fully SEU-immune
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Figure 3.1 Rectangular and double exponential pulse models for single event 

transients. 

 

Figure 3.1: Rectangular and double exponential pulse models for single event tran-
sients.

 

 

Figure 3.2 Comparison of published single-event multiple upset probabilities 

(adapted from Seifert et al. [2006]. Figure 3.2: Comparison of published single-event multiple upset probabilities
(adapted from Seifert et al. [2006].



CHAPTER 3. CIRCUIT SOFT ERROR RESILIENCE TECHNIQUES 21

 

 

Figure 3.3 Combinational and sequential soft error from Dodd and Massengill 

[2003]. 

 

Figure 3.3: Combinational and sequential soft errors from Dodd and Massengill [2003].

by making use of circuit node redundancy (i.e. storage the same memory bit in multi-

ple locations). Sections 3.3 and 3.4 present efficient SEU-immune redundancy-based

circuit techniques where circuit nodes are replicated, and single errors among multiple

copies of the same node can be detected and corrected. Table 3.1 summarizes the

RC-based and redundancy-based circuit techniques to be discussed in this chapter.

3.2 RC-Based Soft Error Resilience Techniques

To understand how to design radiation-hardened sequential elements, one must first

understand how sequential elements in general respond to radiation-induced charge

collection. CMOS memory storage elements can have their data content temporarily

stored as floating charge (for example, in a capacitor in a Dynamic Random Access
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Figure 3.4 Vulnerable timing window for combinational SETs latching into sequential 

cells [Mavis and Eaton, 2002]. 

 

Figure 3.4: Vulnerable timing window for combinational SETs latching into sequential
cells Mavis and Eaton [2002].

Memory (DRAM) cell or in a floating gate in Flash Memory), or maintained by an

active feedback circuitry (such as a pair of cross-coupled inverters in static latch or a

Static Random Access Memory (SRAM) Cell).

DRAM cells typically have more compact cell area due to the lack of feedback

circuitry, but are prone to bitline current leakage as well radiation-induced collection

impacting their stored charge. Therefore, most DRAM memory arrays have frequent

charge refresh cycles as well as built-in Error Correcting Code (ECC) circuitry, and do

not in general require additional circuit hardening beyond the built-in error correction

circuitry. Due to the constant memory refresh of DRAM cells, the soft error rate of

DRAM is about two orders of magnitude lower than SRAM [Doucin et al., 1997].

CMOS flash memory is more resilient to single-event charge collection compared

to SRAM or DRAM, since the floating gate in each cell is not electrically connected to

the semiconductor substrate or junctions where most of the radiation-induced charge

collection occurs [Doucin et al., 1997; Fogle et al., 2004]. However, the floating gate

structures are sensitive to voltage threshold shifts and leakage current due to long term
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Table 3.1: Overview of circuit-level techniques for soft error resilience1.

Family Technique Design Description

Triple
Modular
Redundancy
(TMR)

Spatial
Sampling

Spatial
Sampling Latch(1)

Triplication of storage elements with a
majority voter at the output.

Temporal
Sampling

Temporal
Sampling Latch(1)

Three time-delayed storage nodes
filtered with 3-input majority voter.

Dual
Modular
Redundancy
(DMR)

C-Element

Guard Gate(2) SET filter by comparing a signal and its
delayed copy.

BISER(3) Duplicated unprotected storage el-
ements and C-Element voter with
keeper.

4-TAG(4) Modified latch with built-in keeperless
C-Elements in duplicated loop paths.

Half-Transition
NAND gate

SERT(5) Latch modified from 4-TAG.

Differential
Cascode Voltage
Switch Logic

DCVSL(6) Duplicated circuit nodes for every logic
gate.

Dual-
Interlocked
Storage Cell

DICE(7) Modified latch with duplicated circuit
nodes.

ionizing dose exposure, and soft error rates increase substantially with increasing total

dose exposure [Nguyen et al., 1999; Nguyen and Sheik, 2003; Bagatin et al,, 2010].

The discussion on the impact of radiation damage on flash memory is outside the

scope of this work.

Most sequential cells maintain their data content by actively driving them in a

feedback circuit loop. The simplest form of sequential cell is a pair of cross-coupled

inverters storing a single bit in an SRAM cell, shown in Figure 3.5. In this circuit

configuration, a memory bit is stored as a voltage and its complement in circuit nodes

A and B. When a radiation strike hits an “off” NMOS transistor (called “struck

transistor”), negative charge collects on its drain node, creating a negative voltage

transient on the drain node and potentially upsetting the logic-high value of node A.

1(1) Mavis and Eaton [2002]. (2) Balasubramanian et al. [2005]. (3) Mitra et al. [2005].
(4) Shuler et al. [2005]. (5) Shuler et al. [2009]. (6) Casey et al. [2005]. (7) Calin et al. [1996].
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Figure 3.5 SEU response model in an SRAM cell adapted from Dodd and Massengill 

[2003]. 

 

Figure 3.5: SEU response model in an SRAM cell adapted from Dodd and Massengill
[2003].

This initial charge collection step is represented by the first exponential of the double

exponential model in Figure 3.1. If the collected charge does not reach the critical

charge level (the minimum charge required to upset the memory cell, often labeled

as Qcrit or Qc) [Dodd and Sexton, 1995], the “on” PMOS transistor, connected to

the “off” NMOS transistor by its drain node and acting as a “restoring transistor”

will remove the excess charge and restore the circuit node voltage connecting both

“struck transistor” and “restoring transistor.” The restoring action is represented

by the second exponential of the double exponential model in Figure 3.1. However,

if the radiation-induced charge collection exceeds the critical charge, the “restoring

transistor” may not recover the upset drain node voltage in time, and the upset node

voltage can propagate to the complementary circuit node B through the opposite

inverter circuit feedback and flip the overall stored bit (i.e. both circuit node A and

B are upset).

The likelihood that the SRAM cell is upset depends on the amount of charge

deposited, the capacitance of the affected circuit node and the drive strength of

the restoring transistor. The goal of hardening the SRAM cell against single-event

inducing radiation strikes is to reduce the width and/or amplitude of the transient



CHAPTER 3. CIRCUIT SOFT ERROR RESILIENCE TECHNIQUES 25

 

 

 

 

Figure 3.6 RC-hardened SRAM cells. (a) Hardened SRAM cell using Metal-

Insulator-Metal capacitors. (b) Hardened SRAM cell using highly resistive polysilicon 

resistors. 

Figure 3.6: RC-hardened SRAM cells. (a) Hardened SRAM cell using Metal-
Insulator-Metal capacitors. (b) Hardened SRAM cell using highly resistive polysilicon
resistors.

voltage pulse so that the SRAM cell becomes less sensitive to charge collection. One

way to improve the soft error resilience of the SRAM cell is to substantially increase

the storage node capacitance in each cell without any area impact by introducing a

Metal-Insulator-Metal (MIM) capacitor between the polysilicon and Metal 1 layers

of the cell [Geppart, 2004; Roche et al., 2004; Roche et al., 2005; Lysinger et al.,

2008] (Figure 3.6a). It is also possible to harden the SRAM cell by adding intracell

decoupling polysilicon resistors in series with the gate terminal of each inverter inside

the SRAM cell, as shown in Figure 3.6b [Diehl et al., 1982; Weaver et al., 1987;

Rockett, 1992]. Both the addition of high density capacitors and resistors require

silicon process enhancement, and are not covered in this work. Moreover, these

techniques do not provide full immunity against SEUs, and it is possible to make

cells even more robust without any special process enhancement using redundancy-

based techniques to be discussed in the next two sections.

3.3 Triple Modular Redundancy

Most of the effort on circuit-level soft error mitigation techniques in the past two

decades has been on providing full immunity to single soft errors through circuit

redundancy. The most popular technique, called Triple Modular Redundancy (TMR),
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Figure 3.7 Triple modular redundancy latches from Mavis and Eaton [2002]. (a) 

Spatial sampling latch. (b) Temporal sampling latch. 

 

Figure 3.7: Triple modular redundancy latches from Mavis and Eaton [2002]. (a)
Spatial sampling latch. (b) Temporal sampling latch.

involves replicating a storage node three times and adding a three-input majority gate

to filter out unwanted SETs or SEUs [Mavis and Eaton, 2002]. When a single error

occurs in any of the three storage nodes, a three-input majority gate can recover

the correct value through voting. Figure 3.7 shows two implementations of Triple

Modular Redundancy. Spatial Sampling (shown in Figure 3.7a) involves the use of

three identical latches (or flip-flops) to store one memory bit. Whenever a single error

occurs in any of the three elements, the majority gate at the output can recover the

correct result.

The use of delay elements with delay δ and 2δ to create three delayed versions

of the clock for sampling, also called Temporal Sampling, can prevent SETs on the

clock and data inputs, of widths smaller than δ, from simultaneously corrupting

the three storage elements, since each latch or flip-flop now samples at clock edges

separated by δ in time. Temporal sampling can also be incorporated directly into the

latch structure by replicating the storage node in time using the same delay elements

(Figure 3.7b).
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Triple Modular Redundancy, especially using spatial sampling such as Figure 3.7a,

is popular among ASIC (Application Specific Integrated Circuit) and FPGA (Field

Programmable Gate Array) designers, since it does not introduce any new circuit

element to the existing standard cell library. However, TMR requires at least 3X

area cost, 3X power cost and moderate delay cost due to the triplication of the

sequential cells and the addition of the delay elements and majority gate.

3.4 Dual Modular Redundancy

In order to achieve the same soft error resilience as TMR but with less area and power

cost, we can incorporate Dual Modular Redundancy, or DMR, in sequential cell design

[Calin et al., 1996; Shuler et al., 2005; Mitra et al., 2005; Casey et al., 2005]. The

main idea behind DMR is to use duplicated circuit elements as a form of redundancy

to obtain soft error resilience, and in general the power and area cost required is

slightly higher than double that of a regular design. Though capable of achieving near

identical soft error resilience as TMR at a much reduced area and power cost, DMR

has not been incorporated in standard ASIC design flow where the majority of IC

design is based upon, as DMR requires specialized circuit designs outside the standard

cell library typically provided by ASIC vendors. Also, for large memory arrays, error

correcting codes can replace the need for having individual hardened memory cells.

Despite the limited use of DMR, DMR has a rich assortment of circuit techniques

that can address SEUs, and it is worth studying these techniques to understand

how interactions between transistors in a redundant circuit can protect against soft

errors. Chapter 4 takes inspiration from these circuit interactions to develop new

ways of placing individual transistors to stress these interactions to improve the soft

error resilience of the circuit.

3.4.1 C-Element Based Soft-Error-Resilient Latches

When we discussed TMR in the previous section, the first thing that came to mind

was the three-input voter capable of filtering out one error stored in three memory
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Figure 3.8 The C-Element. (a) Circuit implementation with optional keeper. (b) Truth 

table. (c) Symbolic representation [Muller and Bartky, 1959]. 

 

Figure 3.8: The C-Element. (a) Circuit implementation with optional keeper. (b)
Truth table. (c) Symbolic representation [Muller and Bartky, 1959].

elements storing the same bit. One wonders whether it is possible to do so with

only two memory elements (i.e. DMR). If indeed a single upset happens in one of

the memory elements, we can only observe that both elements contain different bits,

but we cannot determine which element is erroneous. But what if we knew what the

correct value should be before the single upset?

Muller and Bartky [1959] developed the C-Element in asynchronous circuit theory

as a two-input SET filter capable of correcting single upsets in DMR-based designs (re-

placement for the three-input majority voter found in TMR). The C-Element passes

the value of its inputs to its output when both inputs are equal, or retains its pre-

vious output value otherwise (Figure 3.8a). Figure 3.8b shows the logic function of

C-Element, and Figure 3.8c shows the symbols for the C-Element used in this thesis.

The keeper-less C-Element in Figure 3.8c is sometimes called a “Guard Gate” or a

“transition NAND Gate”, and is much more vulnerable to circuit noise due to the

lack of the keeper [Balasubramaian et al., 2005; Shuler et al., 2006].

The C-Element can be used to filter out unwanted SETs in combinational logic

entering a sequential element, as shown in Figure 3.9. In this case, any SET of

duration less than δ produced in the combinational logic or at the inputs to the
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Figure 3.9 SET filtering of a latch input using C-Element [Balasubramanian et al., 

2005]. 

 

Figure 3.9: SET filtering of a latch input using C-Element from Balasubramanian et
al. [2005].

C-Element cannot propagate to the latch input. However, this configuration is still

vulnerable to SETs with pulse widths larger than δ, as well as SETs produced by

a particle strike on the output of the C-Element. In some cases, the contribution

of SETs from the combinational logic block can be large enough to merit the use of

guard gate as an effective SET suppression method.

By using the C-Element to vote on the outputs of two identical unhardened

master-slave flip-flops, we can construct a soft-error-resilient sequential element called

Single C-Element Dual Modular Redundancy (SCDMR) flip-flop (Figure 3.10), sim-

ilar to the BISER flip-flop from Mitra et al. [2005] and Zhang et al. [2006]. Like the

TMR scheme described in Section 3.3, SCDMR uses voting to detect and correct sin-

gle errors: the two-input C-element acts as the two-input voting gate for two identical

flip-flops. The soft error resilience of SCDMR is based on the idea that whenever a

mismatch occurs at the outputs of the duplicated storage elements, the C-Element

voting circuit blocks the outputs of the identical flip-flops and the keeper retains the

previous correct value. When the C-Element is in blocking mode (its inputs are dif-

ferent), the keeper acts as a temporary storage for the previously correct value (before

any error occurred on one of the latches), and any additional upset on the keeper can

permanently change the output of the sequential cell.
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Figure 3.10 Single C-Element Dual Modular Redundancy (SCDMR) Master-Slave 

Flip-Flop. 

 

Figure 3.10: Single C-Element Dual Modular Redundancy (SCDMR) master-slave
flip-flop.

The SCDMR flip-flop also has an additional vulnerability to upsets occurring

simultaneously or separately on both flip-flops, as the identical unhardened latches

themselves have no ability to recover themselves. While operating in high clock

frequencies (> MHz), upsets in the SCDMR flip-flops are dominated by SEMUs. If

the SCDMR latch operates in very low frequencies (<< Hz) or remains in a retention

(opaque) mode where the clock is disabled for some time (this can be the case if the

circuit is in standby mode), different upsets due to different particle strikes can upset

this sequential element.

Despite the more than double area/power penalty and moderate delay penalty

imposed on SCDMR due to the presence of two identical flip-flops and the C-Element,

the cost impact of SCDMR can be greatly reduced by reusing existing on-chip scan

design-for-testability resources within microprocessors. Mitra et al. [2005] presented

the Built-In Soft Error Resilience (BISER) flip-flop, where the existing scan flip-flop

is re-equipped with a C-Element voting gate at its output and small changes to its

input to provide soft error protection with minor costs (Figure 3.11). Zhang et al.

[2006] provided a detailed description of different operational modes for this flip-flop.
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on-chip scan design-for-testability resources for
soft-error protection during normal operation.

Scan design for testability has become a de facto
test standard because it provides an automated
solution to high-quality production testing. In addi-
tion, scan is extremely valuable for postsilicon
debug activities19,20 because it provides access to an
integrated circuit’s internal nodes. 

Figure 3 shows a microprocessor scan flip-flop
design20 that comprises two distinct circuits: a sys-
tem flip-flop and a scan portion.  All scan flip-flops
in a design are connected together as one or more
shift registers. The SI input of a scan flip-flop is con-
nected to the SO output of the preceding scan flip-
flop in the shift register.  The SO output of a scan
flip-flop is connected to the SI input of the follow-
ing scan flip-flop in the shift register. The structure
of the scan portion of Figure 3 is similar to the sys-
tem flip-flop, with the addition of interface circuits
to move data between the system flip-flop and the
scan portion, as well as shifting the test pattern and
test response, as required by the specific scan archi-
tecture.

This design has two operation modes: normal-sys-
tem operation and test. In the test mode, clocks SCA
and SCB are applied alternately to shift a test pattern
into latches LA and LB. Next, the UPDATE clock is
applied to move the contents of LB to PH1. Thus a
test pattern is written into the system flip-flop. 

Next, functional clock CLK is applied, which cap-
tures the system response to the test pattern. Finally,
the CAPTURE signal is applied to move the con-
tents of PH1 to LA. The system response is then

shifted out by alternately applying clocks SCA and
SCB. During normal system operation, the scan por-
tion is shut off by asserting logic-0 values to the scan
signals (SCA, SCB, UPDATE, and CAPTURE). 

There are three basic reasons for using the scan
style of Figure 3: structural testing using automated
test pattern generation tools, functional testing using
signature analysis, and efficient postsilicon debug.18

The opportunity for scan reuse for soft-error pro-
tection arises from the redundant scan resources—
latches LA and LB in Figure 3—that are unused
during normal operation, but add to the occupied
area of the chip and the leakage power during nor-
mal operation.

Figure 4 shows how reusing the scan flip-flop
design can reduce the impact of soft errors that
affect latches. The flip-flop design’s test mode oper-
ation is identical to the design in Figure 3. In nor-
mal system operation mode, the scan clocks SCA,
SCB, UPDATE, and TEST are forced low, while the
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Figure 3.11: Built-In Soft Error Resilience (BISER) flip-flop from Mitra et al. [2005].

Radiation experiments in 45nm bulk CMOS demonstrate that BISER can have soft

error resilience “in excess of 100X with respect to non-hardened designs” [Seifert,

2008].

A different approach to improving the soft error resilience of a flip-flop using

C-Elements is to incorporate delay filtering with keeper-less C-Elements in the feed-

forward path of a latch. The keeper-less C-Elements are also called Guard Gates

[e.g., Balasubramanian et al., 2005] or Transition AND Gates (TAG) [e.g., Shuler et

al., 2005]. The TMR temporal sampling latch from Figure 3.7b is a typical example

of delay filtering in feedforward path of a soft-error-resilient latch, where the original

latch signal is replicated 3 times in time to allow removal of any SET with pulse

duration less than the delay of the delay element, δ, by the 3-input majority vot-

ing gate. During the opaque (or retention) mode of this latch, the overall latch can

be reduced to the circuit shown in Figure 3.12a. To transform this TMR temporal

sampling latch into a DMR latch to reduce design costs, we can replace the 3-input

majority voting gate with a 2-input keeper-less C-Element to produce a DMR tem-

poral sampling latch called “1-TAG” shown in Figure 3.12b [Shuler et al., 2005]. The
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Figure 3.12 Delay filtering in the feedforward path of soft-error-resilient latches. (a) 

TMR temporal sampling latch. (b) 1-TAG from Shuler et al. [2006]. (c) Enhanced 

Delay-Filtering (EDF) latch (this work). (d) 3-TAG from Shuler et al. [2006]. (e) 4-

TAG from Shuler et al. [2005]. 

Figure 3.12: Delay filtering in the feedforward path of soft-error-resilient latches. (a)
TMR temporal sampling latch. (b) 1-TAG from Shuler et al. [2006]. (c) Enhanced
Delay-Filtering (EDF) latch (this work). (d) 3-TAG from Shuler et al. [2006]. (e)
4-TAG from Shuler et al. [2005].

“1-TAG” latch is significantly less soft-error-resilient compared to the TMR Temporal

Sampling Latch, since any SET arriving at the inputs of the C-Element can render

the C-Element output temporarily undriven (floating) and prone to any additional

single-event charge collection.

To improve the soft error resilience of the “1-TAG” latch, we can create more

complex latches using two logic levels of keeperless C-Elements, such as the “EDF”

latch (Figure 3.12c, e.g. this work), the “3-TAG” latch (Figure 3.12d) [e.g., Shuler

et al., 2006] and the “4-TAG” latch (Figure 3.12e) [e.g., Shuler et al., 2005; Shuler

et al., 2006]. Heavy ion experiments in 0.35µm bulk CMOS show that the “1-TAG”

and “3-TAG” exhibit 3.2X and 6.6X soft error reduction, significantly less than the

100X soft error reduction expected from typical DMR circuit techniques. However,

the same study also shows that the “4-TAG” latch performs substantially better, with

only a single error observed during the entire course of the experiment. The difference
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in soft error resilience between the various “TAG” designs can be explained by the

following observations:

1. Both the “1-TAG” and “3-TAG” designs are at not immune to SEUs created

from SETs on a single node with duration longer than δ, the delay of the delay

element used.

2. The “4-TAG” design is instead immune to ALL SEUs regardless of SET dura-

tion, because every circuit node in the design is duplicated. The SEU immunity

restricts the range of possible strike angles that can upset this design.

3. Circuit simulations also show that the “4-TAG” design has an inherently higher

critical charge on its sensitive nodes compared to the other designs.

In addition to substantially higher soft error resilience, the “4-TAG” also benefits

from more compact area, smaller power consumption and faster speed, since it does

not require the use of delay elements (which tend to be power- and delay-hungry),

and it has a symmetric circuit topology allowing more compact layout design. The

“4-TAG” latch can be further simplified by replacing each 4-transistor TAG gate (or

keeper-less C-Element) with a 3-transistor half-transition NAND gate (Figure 3.13a)

to create a Single Event Resistant Topology (SERT) latch (Figure 3.13b) [Gambles

et al., 2003; Shuler et al., 2009]. The SERT latch has similar soft error immunity

compared to the 4-TAG latch, but benefits from a reduced transistor count and thus

power consumption.

3.4.2 Dual Interlocked Storage Cell (DICE)

The Dual Interlocked Storage Cell, or DICE, is an 8-transistor storage element rely-

ing on dual modular redundancy of its internal circuit nodes to achieve immunity to

errors affecting one single circuit node [Calin et al., 1996]. This storage element has

four internal circuit nodes and stores one memory bit (Figure 3.14a). When a single

event temporarily upsets one of the four circuit nodes, only one additional circuit node

is affected by the upset through positive feedback, and the other unaffected circuit
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Figure 3.13 Single Event Resistant Topology (SERT) latch. (a) Half-Transition 

NAND gate (adapted from Gambles et al. [2003]). (b) SERT latch from [Shuler et al., 

2009]. 

Figure 3.13: Single Event Resistant Topology (SERT) latch. (a) Half-Transition
NAND gate (adapted from Gambles et al. [2003]). (b) SERT latch from Shuler et al.
[2009].

nodes will correct the values of the affected circuit nodes (Figure 3.14b). However, a

single upset on one circuit node can lower the critical charge necessary to upset other

unaffected circuit nodes, and the DICE circuit can become vulnerable to single-event

multiple upsets through charge sharing. For example, a particle striking both tran-

sistors M1 and M8 can cause a SEMU. Blum and Delgado-Frias [2006] implemented

a TMR version of DICE called TPDICE.

3.4.3 Differential Cascode Voltage Switch Logic (DCVSL)

The Differential Cascode Voltage Switch Logic, or DCVSL, provides a different DMR

approach by replicating each signal with its complement (Figure 3.15a) [Casey et al.,

2005]. Because all logic functions in DCVSL are implemented in its “n-tree” structures

while the PMOS devices serve as pull-up, DCVSL logic gates are only sensitive to 0→1

transitions at their inputs. This special property prevents any single event transient

on one circuit node from propagating beyond two logic stages (Figure 3.15b). Using

DCVSL logic gates, we can construct a SEU-immune latch such as the one shown

in Figure 3.15c. In order to prevent a SET from causing an upset, three stages of

differential inverters are used in the memory loop. A three-input DCVSL C-Element

then acts as a SET filter at the output. In order to cause an upset in DCVSL logic,
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Figure 3.14 Dual Interlocked Storage Cell (DICE), access transistors not shown 

[Calin et al., 1996]. (a) Stable state A = 1. (b) Temporary state after upset on M1. 

 

Figure 3.14: Dual Interlocked Storage Cell (DICE), access transistors not shown
[Calin et al., 1996]. (a) Stable state “A = 1”. (b) Temporary state after upset on
transistor M1.

a SEMU must happen at both differential outputs of a logic gate.

3.5 SEMU Vulnerability in SEU-Immune Techniques

The circuit techniques presented in the previous section protect against SEUs, i.e.

soft errors due to charge collection in a single circuit node. However, they are not

sufficient to address soft errors due to SEMUs.

To understand how the DICE cell is sensitive to SEMUs, let us first examine circuit

interactions inside DICE to determine the SEMU vulnerability of the DICE circuit.
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Figure 3.15 Differential Cascode Voltage Switch (DCVSL) [Casey et al., 2005]. (a) 

Circuit implementation. (b) Single-event transient filter. (c) DCVSL latch “DIFF”. 

 

Figure 3.15: Differential Cascode Voltage Switch (DCVSL) [Casey et al., 2005]. (a)
Circuit implementation. (b) Single-event transient filter. (c) DCVSL latch DIFF.

Suppose the DICE circuit is in the initial state shown in Figure 3.16a. When a particle

strikes near an “OFF” transistor in the DICE circuit (for example, transistor M1 ), its

drain node (n1 ) collects an upsetting charge. The circuit node (A) connected to this

drain node can temporarily change its own state and trigger the following changes in

the rest of the circuit (Figure 3.16b):

1. Circuit node B changes its logic value due to positive feedback interaction with

circuit node A through transistors M1 and M4.

2. The voltage change in node B weakens the drive strength of transistor M6

driving circuit node C.

3. Circuit node D is left floating as transistor M7 is turned “OFF” by the voltage

change in node A.

If no additional node collects charge, the voltages on circuit nodes C and D should

be left undisturbed, and the stable circuit node voltages eventually restores the DICE

circuit to its initial state in Figure 3.16a. However, if transistor drain nodes n1 and

n8 (of transistors M1 and M8 ) are both in the path of the particle strike, the charge
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Figure 3.16 Single-Event Multiple Upset (SEMU) in the Dual Interlocked Storage 

Cell (DICE). (a) Initial circuit state. (b) Response to an upset in a single circuit node. 

(c) Response to upsets in a sensitive circuit node pair. 

Figure 3.16: Single-event multiple upset (SEMU) in the Dual Interlocked Storage Cell
(DICE). (a) Initial circuit state. (b) Response to an upset in a single circuit node.
(c) Response to upsets in a sensitive circuit node pair.

collected by drain node n8 can easily flip the logical value of circuit node D, which was

rendered floating by the node upset on A, producing a SEMU (Figure 3.16c). Seifert
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et al. [2007] observed that a charge deposition on a primary circuit node significantly

lowers the critical charge required on a secondary node to cause a SEMU (related

to the example of circuit nodes A and D), while heavy ion results from Baze et al.

[2008] demonstrated that the error cross-section of the DICE circuit shows a strong

angular dependence to radiation strikes primarily due to SEMU strikes.

3.6 Conclusion

This chapter presented an overview of common circuit techniques used for soft error

resilience. We first introduced various circuit upset conditions for soft errors, then

addressed these conditions by presenting RC-based techniques that enhance the re-

silience of a single circuit node, followed by redundancy-based techniques that provide

full single-event upset (SEU) immunity. On one hand, the RC techniques are often

unavailable in standard commercial fabrication processes. On the other hand, the

redundancy-based designs can be implemented in any process, yet they only protect

against single-event upsets, and require at least twice as many transistors, resulting

in more than double area and power costs with moderate delay cost.

With technology scaling, individual circuit node capacitances become smaller, and

RC-based techniques introduce too much power and delay in order to maintain the

same soft error resilience moving from one process node to the next. What’s more, the

soft error rate due to single-event multiple upsets (SEMUs) increases exponentially

with device scaling, and the contribution of single-event multiple upsets toward the

overall soft error rate is already more than 10% for technology nodes smaller than

65nm [e.g., Seifert et al., 2006]. The SEU-immune redundancy circuit techniques

presented in this chapter are no longer sufficient to make circuits robust, and new

techniques must be developed to address SEMUs. The next chapter explores design

techniques at the layout level targeting SEMUs by reducing the overall charge collec-

tion through layout geometry and circuit interactions. Combining circuit techniques

for SEU immunity with SEMU-resilient layout techniques, it is possible to overcome

the charge sharing effect of technology scaling and design highly soft-error-resilient

circuits with moderate costs.



Chapter 4

Layout Soft Error Resilience

Techniques

Radiation-induced soft errors are a major concern for robust systems, especially those

targeting enterprise applications [Meaney et al., 2005; Sanda et al., 2008]. Unlike large

SRAM arrays that can be protected using error-correcting codes and bit interleaving

[e.g. Hsiao, 1970; Chen and Hsiao, 1984], soft error protection of sequential elements,

i.e. latches and flip-flops, is challenging. Hardened by Design (HBD) techniques based

on functional circuit topology as described in the previous chapter, do not prevent

charge collection in a particular circuit node, but rather rely on the low probability

of simultaneous upsets on redundant circuit nodes to obtain soft error resilience. In

contrast, improved layout techniques are possible to ensure that charge collection and

charge sharing can be reduced among circuit nodes.

With technology scaling, the probability of charge sharing and Single-Event Mul-

tiple Upsets (SEMUs) becomes a significant contributor toward the overall soft error

rate [e.g. Seifert et al., 2006; Seifert et al., 2010], and it becomes increasingly difficult

to guarantee a low probability for SEMUs without substantial area cost. Recent re-

sults in 32nm bulk CMOS from Seifert et al. [2010] show that SEU-immune designs

achieve 10X more soft errors than expected compared to results from older process

generations due to SEMUs. If this trend continues, we can expect SEMUs to dominate

in next generation processes. It is therefore necessary to develop new area-efficient

39
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layout techniques to address the mounting SEMU problem.

In this chapter, we first describe how charge collection affects CMOS circuits,

and give a brief overview of the conventional techniques used to reduce the effect of

charge collection and charge sharing. These techniques require area overhead and

transistor spacing to achieve soft error resilience, and become infeasible as device

dimensions become smaller and more transistors are packed within an unit area. We

present a more area-efficient layout principle called LEAP, or Layout Design through

Error Aware Positioning, where transistors in a layout are placed in such a way that

vulnerable particle strike directions are protected. In the event of a SEMU particle

strike, multiple transistors in a LEAP-protected layout can simultaneously collect

charge to cancel (fully or partially) the overall effect of the single event on the circuit.

Finally, we end the discussion on LEAP with LEAP-DICE, a layout example where

LEAP is applied on the SEU-immune DICE circuit to achieve SEMU resilience.

4.1 Charge Collection in CMOS Circuits

To understand how CMOS circuits can be upset by particle strikes, we first examine

the effects of energetic particle strikes, or Single Event Transients (SETs), in CMOS

technology. When an energetic particle strikes in the vicinity of a MOS transistor,

electrons and holes are generated around the particle track in the silicon. The injected

charge is transported by drift and diffusion, causing reverse bias currents in all pn-

junctions reached by the charge, and eventually removed by charge collection or

recombination. For an NMOS transistor, a net negative charge is collected at the

source and drain contacts [Dodd and Massengill, 2003], resulting in a positive current

pulse (into the silicon). For a PMOS transistor, net positive charge collected at the

source and drain contacts results in a negative current pulse.

For a single inverter, when an energetic particle hits the drain contact node of

the “OFF” PMOS transistor, the positive charge collected at this node raises the

inverter output voltage. If the inverter output is initially LOW (i.e. logic 0) and

enough charge is collected, then the logic value of the inverter output can change

(Figure 4.1a). Once the injected excess charge is swept out or recombined, the node
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Figure 4.1 Effect of an energetic particle strike on the drain contact node of an “OFF” 

(a) PMOS transistor and (b) NMOS transistor in an inverter. 

 

Figure 4.1: Effect of an energetic particle strike on the drain contact node of an
“OFF” (a) PMOS transistor and (b) NMOS transistor in an inverter.

voltage is restored by the “ON” NMOS transistor. Likewise, when the “OFF” NMOS

transistor of an inverter is hit while the inverter output is HIGH (i.e. logic 1), the

output voltage is temporarily lowered (Figure 4.1b).

When the inverter output is “HIGH”, a single event particle strike on the drain

contact node of the PMOS transistor does not change the logic value of that circuit

node, but rather drives the inverter output voltage higher than the supply voltage

until the “ON” PMOS transistor removes the excess charge (Figure 4.2a). In the same

way, if the inverter output is LOW, a particle strike on the drain contact node of the

NMOS transistor pulls the voltage lower than the ground voltage, and reinforces the

output state of the inverter (Figure 4.2b).

The different radiation-induced charge collection effects can be generalized from

the inverter examples in Figure 4.1 and Figure 4.2 to any CMOS logic gate (Figure

4.3). For simplicity, let us consider only active logic gates. In active static gates, a

NMOS transistor network (or tree) passes the “LOW” value to the output, whereas
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Figure 4.2 Effect of an energetic particle strike on the drain contact node of an “ON” 

(a) PMOS transistor and (b) NMOs transistor in an inverter. 

 

Figure 4.2: Effect of an energetic particle strike on the drain contact node of an “ON”
(a) PMOS transistor and (b) NMOS transistor in an inverter.

a PMOS transistor network passes the “HIGH” value to the output. To avoid output

contention, only one of the transistor trees can be active, passing the intended logic

value (0 or 1) to the output, or none at all, by relying on the capacitance of the output

circuit node to retain its value. We define a transistor tree to be “ON” if it passes a

logic value to the output (“HIGH” for PMOS or “LOW” for NMOS), or “OFF” if it

doesn’t.

When a particle strike hits a CMOS gate, the output value can change if charge

collected by the circuit can be propagated to the output. As we recall, a particle hit on

a PMOS transistor collects positive charge, while a particle hit on a NMOS transistor

collects negative charge. If we define the “HIGH” output value as positive and the

“LOW” output value as negative, in order for an upsetting SET to occur at the gate

output (such as in Figure 4.1), charge with a polarity different than the output must

be collected somewhere in the circuit after a particle strike and propagated to the

output, without any “OFF” transistor blocking the path to the output from where the
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Figure 4.3 Generalized static CMOS logic design. Note that here the pass transistor 

logic is considered as being part of a larger complex gate which comprises the active 

logic driving its data inputs. This definition is slightly different than the regular 

definition for a static logic gate. 

 

Figure 4.3: Static CMOS logic design. Note that here the pass transistor logic is
considered as being part of a larger complex gate which comprises the active logic
driving its data inputs. This definition is slightly different than the regular definition
for a static logic gate.

charge is collected. To produce a HIGH to LOW upsetting SET at the gate output,

charge must be collected in the NMOS transistor tree (which happens to be in the

“OFF” state), while for a LOW to HIGH upsetting SET, charge must be collected

in the PMOS transistor tree (also in the “OFF” state). If the charge collected has

the same polarity as the output and is propagated to the output, the output logic

value is reinforced instead (Figure 4.2). In pass-transistor style logic, the transistor

trees can be in either the “ON” or “OFF” state when an upset occurs, as long as

the collected charge polarity is opposite to the polarity of the signal being upset, and

the charge can propagate to the output. Table 4.1 summarizes how different particle

strike scenarios can produce upsets at the outputs or reinforce the outputs instead.
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Table 4.1: Conditions to produce single-event transients in CMOS circuits.

Original Gate Particle Charge Same Charge Propagated Gate Output

Value Strike on Collected Polarity to Output Behavior

HIGH NMOS Negative No Yes Upsetting SET

(+) (–) (↓)
HIGH NMOS Negative No No No Change

(+) (–)

HIGH PMOS Positive Yes Yes Reinforcing SET

(+) (+) (↑)
HIGH PMOS Positive Yes No No Change

(+) (+)

LOW NMOS Negative Yes Yes Reinforcing SET

(–) (–) (↓)
LOW NMOS Negative Yes No No Change

(–) (–)

LOW PMOS Positive No Yes Upsetting SET

(–) (+) (↑)
LOW PMOS Positive No No No Change

(–) (+)

4.2 Traditional Layout Techniques for Charge Col-

lection Mitigation

The conventional view on layout mitigation techniques for single-event charge collec-

tion has been focused on either reducing the charge collection of critical or sensitive

individual circuit nodes, or the probability of simultaneous charge collection between

a sensitive circuit node pair for circuits protected by SEU-immune circuit techniques.

This section describes the two main layout techniques commonly used to improve soft

error resilience in digital circuits.
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4.2.1 Guard Rings, Guard Contacts and Guard Drains

With technology scaling, digital circuits carry less and less capacitance per node, lead-

ing to a reduction of critical charge per node and a greater susceptibility to SETs.

Since most of the single-event charge collection occurs near transistor drain/source

junctions, a well placed well contact (ohmic diffusion contact tying a bias voltage to

the well) in the vicinity of a transistor can ensure stable well potential and prevent

parasitic PNP bipolar conduction of the transistor (Figure 4.4), suppressing the ac-

tual charge collection and resulting in smaller widths and amplitudes for SETs and

improved immunity against SETs and SEUs [Olson et al., 2007]. The placement of

a well contact near a transistor can also protect against Single-Event Latchup (SEL)

by preventing the activation of a parasitic PNPN structure in a NMOS-PMOS pair

where the transistors are situated next to each other (previously discussed in Section

2.1.2). Figure 4.5 shows how well contacts are placed in a CMOS inverter layout

example. The well contacts are usually placed some distance away from active tran-

sistors due to N+ to P+ diffusion layer separation rules (see Figure 4.6a), but some

fabrication processes may allow both N+ and P+ diffusion layers to join each other

under certain geometric conditions (see Figure 4.6b).

Various well contact or well-contact-like geometries have been proposed by Black

et al. [2005], Narasimham et al. [2007], Olson et al. [2007], and Narasimham et al.

[2008]. Here is a short summary of the various forms well contacts:

1. A Guard Band is a rectangular strip of highly doped diffusion ohmic well con-

tact, placed between groups of one or more transistors within the same well

to minimize radiation-induced charge sharing among the two transistor groups

[Black et al., 2005]. In typical standard library cells, continuous horizontal

ohmic diffusion strips are used as baseline well contact structures (see Figure

4.7a). Guard bands can be used to extend the baseline horizontal well contact

strips to separate different transistor sections residing within the same well (see

Figure 4.7b).

2. A Guard Ring is a continuous strip of highly doped diffusion ohmic contact, in

close proximity and completely surrounding a group of one or more transistors
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Figure 4.4 Bipolar parasitic conduction in an “OFF” PMOS transistor activated by a 

radiation strike, resulting in a current injection into the drain node, adapted from 

Olson et al., [2005]. A more closely situated well contact (“B” terminal) results in a 

smaller Rwell resistance, reducing the possibility of activating the parasitic PNP 

device during a radiation strike in the vicinity of the transistor. 

 

Figure 4.4: Bipolar parasitic conduction in an “OFF” PMOS transistor activated by
a radiation strike, resulting in a current injection into the drain node, adapted from
Olson et al., [2005]. A more closely situated well contact (“B” terminal) results in a
smaller well resistance Rwell, reducing the possibility of activating the parasitic PNP
device during a radiation strike in the vicinity of the transistor.

[Clein, 1999]. Guard rings offer better protection than guard bands, and are

often necessary to prevent SELs in I/O or high-current-drive circuits. Guard

rings can be fully contacted or partially contacted. Fully contacted guard rings

(as shown in Figure 4.7c) feature rings of fully contacted ohmic diffusion and

Metal 1 layers completely surrounding the target transistor or transistor group,

and require the use of Metal 2 routing layer to connect between transistors

residing inside different guard rings. Partially contacted guard rings allow the

use of Metal 1 layer to connect transistors inside different guard rings without

requiring the use of Metal 2 layer within a cell, but are not as effective as fully

contacted guard rings in removing excess charge (see Figure 4.7d).
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Figure 4.5 Well contacts in CMOS cell layout. (a) Inverter schematic with transistor 

body terminals shown. (b) Layout of an inverter showing the location of well contacts 

used to transistor body terminal connections. 

 

 

Figure 4.5: Well contacts in CMOS cell layout. (a) Inverter schematic with transistor
body terminals shown. (b) Layout of an inverter showing the location of well contacts
used to transistor body terminal connections.

3. Narasimham et al. [2008] proposed a different form of charge removal technique

called Guard Drains, which are dummy reversed-biased diodes placed near the

drain node of transistors. Figure 4.8 shows how drain contacts can be placed

in a CMOS inverter layout. Guard drains can be viewed as antenna diodes

liberally tied to the well region near the drain terminals of a transistor they

want to protect. Layout-wise guard drains are very similar to well contacts,

except they use diffusion type opposite to the well they reside in.
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Figure 4.6 Well contact styles in a CMOS inverter cell layout. (a) Isolated well contacts. 

(b) Abutted well contacts (only allowed in certain fabrication processes). 

 

Figure 4.6: Well contact styles in CMOS inverter cell layout. (a) Isolated well con-
tacts. (b) Abutted well contacts (only allowed in certain fabrication processes).
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Figure 4.7 Guard bands and guard rings in a CMOS inverter cell layout. (a) Baseline horizontal well contacts commonly used in 

standard cell library design. The horizontal well contacts lie underneath the horizontal Metal 1 supply lines. (b) Additional vertical 

guard bands extend from the baseline well contacts. (c) Fully contacted guard rings. This layout style requires the use of vertical 

Metal 2 wires within the cell. (d) Partially contacted guard rings. 

Figure 4.7: Guard bands and guard rings in CMOS inverter cell layout. (a) Baseline horizontal well contacts
commonly used in standard cell library design. The horizontal well contacts lie underneath the horizontal Metal 1
supply lines. (b) Additional vertical guard bands extend from the baseline well contacts. (c) Fully contacted guard
rings. This layout style requires the use of vertical Metal 2 wires within the cell. (d) Partially contacted guard
rings.



CHAPTER 4. LAYOUT SOFT ERROR RESILIENCE TECHNIQUES 50

S DB

G

Nwell

Deep P+ Well

Sub

STI STI STI

Guard Drain Well Contact

xVDD

xGND

Well 

Contact

Guard 

Drain

(a)

(b)

 
 

Figure 4.8 Guard drains in CMOS layout. (a) Example inverter layout showing abutted 

well contacts and guard drains. (b) Vertical cross-section of the dashed-line NWELL 

region from the example layout. 

 

 

Figure 4.8: Guard drains in CMOS layout. (a) Example inverter layout showing
abutted well contacts and guard drains. (b) Vertical cross-section of the dashed-line
NWELL region from the example layout.

4.2.2 Node Separation

In SEU-immune sequential cell design, upsets can happen if multiple circuit node

voltages are disturbed during a particle strike. Previously, Section 3.5 showed how the

Dual Interlocked Storage Cell (DICE) is sensitive to a particle strike affecting a circuit

node pair. Seifert et al. [2007] quantified the strong exponential nature of the SER

dependence on critical node separation distance in SEUT, a DICE implementation
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Figure 4.9 Simulated soft error rate (SER) vs. minimum node separation in the 45nm 

SEUT design, a DICE-based sequential cell (adapted from Seifert et al. [2007]. 

 

Figure 4.9: Soft error rate dependence on node separation. The simulated SER (in
arbitrary units) is plotted against minimum critical node separation in the 45nm
SEUT design, a DICE-based sequential cell (adapted from Seifert et al. [2007].

as shown in Figure 4.9. As a general rule of thumb, the doubling of node separation

distance results in roughly 10X reduction in the upset probability of a circuit node

pair, given the same SEU-immune circuit design and the same fabrication process.

As the critical charge per circuit node continues to drop due to process scaling, it

is impossible to maintain the same SER for a given design without increasing the

relative distances between individual circuit nodes. Recent results in 32nm bulk

CMOS process from Seifert et al. [2010a] show that SEU-immune designs only achieve

in the order of 10X SER reduction compared unprotected designs, instead of >100X

SER improvement typically enjoyed in 90nm bulk CMOS or older process generations.

If this trend continues, within the next process generations, we can expect similar

soft error rates from redundancy-based designs compared to non-hardened designs.

Therefore, SEU-immune circuit designs cannot rely on node separation to protect

sensitive circuit node pairs. Instead, the need to protect specific sensitive circuit node

pairs in future silicon generations becomes imminent, and leads to the motivation to

develop new layout techniques addressing sensitive circuit node pairs described in the

following section.
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4.3 Layout Design through Error-Aware Transis-

tor Positioning (LEAP)

Aggressive technology scaling is driving transistor dimensions and the distances be-

tween them smaller than ever, and with the increasing transistor density comes a

heavy price: SEMUs. Typically, a particle strike can affect a silicon area within a

1–10 µm radius of the site of impact. For technologies below 180nm, inter-transistor

distances become much smaller than 10 µm, and if the scaling trend continues, SE-

MUs will be totally unavoidable in bulk silicon technology due to charge sharing.

Circuit redundancy schemes from Sections 3.3 and 3.4 are no longer sufficient, since

the redundant circuit nodes can now reside within the same area of impact. Instead

of focusing on separating redundant circuit nodes apart as discussed in the previous

section, we decided to look at existing circuit interactions to try to better understand

the charge collection process and its effect in circuits, and devise new design strategies

to reduce SEMUs. Our goal: given the knowledge of a circuit topology, we want to

find the optimal transistor placement to improve the soft error resilience of the circuit

with minimal area overhead. With this goal in mind, we developed a new principle

of layout topology management we call “LEAP”.

LEAP (or Layout Design through Error-Aware Transistor Positioning), first

introduced by Lilja [2008], is a new layout principle for soft error resilience of digital

circuits [Lee et al., 2010]. According to the LEAP principle, given a circuit topology,

without any modification of the circuit, it is possible to produce a soft-error-resilient

layout, by performing:

1. An analysis of the circuit response to a single event for each individual drain

contact node in the layout, and

2. A careful placement of each drain contact node in the layout based on the above

analysis, such that multiple drain contact nodes act together to cancel (fully or

partially) the overall effect of the single event on the circuit.

As an initial illustration of how LEAP utilizes the different effects of charge col-

lection on multiple nodes to reduce single event sensitivity, consider the case where
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Figure 4.10 LEAP principle for an inverter through transistor alignment. (a) Reduced 

charge collection when a particle hits both NMOS and PMOS drain contact nodes of 

an inverter simultaneously. (b) Horizontal transistor alignment to reduce charge 

collection. 

 

Figure 4.10: LEAP principle for an inverter through transistor alignment. (a) Re-
duced charge collection when a particle hits both NMOS and PMOS drain contact
nodes of an inverter simultaneously. (b) Horizontal transistor alignment to reduce
charge collection.

the drain contact nodes of the PMOS and NMOS transistors in an inverter are si-

multaneously hit by a particle strike. In the inverter example shown in Figure 4.10,

the positive charge collected by the PMOS transistor is offset by the negative charge

collected by the NMOS transistor, resulting in lower total charge collection at the

output node. The extent of the charge reduction depends on the relative sizes of both

drain contact nodes as well as the exact strike direction hitting both nodes.

The above inverter example shows how single event charge collection in multiple

drain contact nodes, sharing the same circuit node, can be used to reduce the effect

of the single event transient on the circuit. The LEAP technique also considers

interactions between multiple circuit nodes. To illustrate this, consider a pair of

cross-coupled inverters (Figure 4.11a). The state of this circuit is the state of the
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latch formed by the two inverters: “STATE0 ” (A=0, B=1) and “STATE1 ” (A=1,

B=0). A single event affecting drain node n1 can pull circuit node A LOW and

turn on transistor M4, driving circuit node B HIGH and pushing the latch state

toward “STATE0 ”. Conversely, a single event affecting drain contact node n3 can

pull circuit node B LOW and turn on transistor M2, driving circuit node A HIGH and

pushing the latch state toward “STATE1 ”. If an energetic particle simultaneously

strikes both drain contact nodes n1 and n3, charge collection on drain contact node

n3 reduces the effect of the charge collection at node n1 (for any initial state of the

latch). The result is a higher LET upset threshold for a single event affecting both n1

and n3, than for a single event affecting only n1. The increase in LET upset threshold

can be quantified using Technology CAD (TCAD) simulations capable of accurately

modeling the charge collection. Figure 4.11b shows a layout of a cross-coupled inverter

which utilizes charge cancellation for SEMU resilience along the horizontal direction.

As the examples in Figure 4.10 and Figure 4.11 demonstrated, in a circuit lay-

out designed using the LEAP principle, different drain contact nodes can interact

with each other during radiation-induced single events to reduce the overall charge

collection.

In general, when an energetic particle hits a transistor diffusion contact node in

an “OFF” transistor tree of a static CMOS gate (the transistor hit does not need to

be “OFF”), sufficient charge collection by the node can induce a temporary change

in logic level of the gate output (shown in Figure 4.12a), if the charge collected by

the diffusion contact node (-Q) can flow to the output with a clear path. In fact,

any charge collection in a logic gate can only induce a change at the gate output if

the charge can flow freely toward the output through a clear path, regardless of the

charge polarity. If the gate output is previously driven by an “ON” transistor tree

(the gate output is being actively driven and not floating), the “ON” transistor tree

will try to remove the collected charge with an active current (I in Figure 4.12a).

The current drive of the “ON” transistor tree and the charge deposition profile will

determine the rate at which the collected charge will be removed, the shape of the

output glitch (SET) and whether the glitch is large and wide enough to be propagated

to the subsequent logic stages. Figure 4.12b shows an example how a single-event
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Figure 4.11 LEAP principle for a cross-coupled inverter pair. (a) Circuit schematic. 

(b) Transistor alignment to reduce charge collection in the horizontal direction. 

 

Figure 4.11: LEAP principle for a cross-coupled inverter pair. (a) Circuit schematic.
(b) Transistor alignment to reduce charge collection in the horizontal direction.

transient can be produced in a two-input NAND gate.

The charge collection behavior is very similar when an energetic particle hits a

transistor diffusion contact node in an “ON” transistor tree, provided again that the

diffusion contact node has a clear path to the output (Figure 4.13). In this case

however, the charge collection reinforces the output logic value and does not result

in any upset.

Using the generalized charge collection mechanisms for static CMOS circuits, we

can develop the following LEAP single-event transient suppression techniques to re-

duce overall charge collection: Direct LEAP SET Suppression, Indirect LEAP Type I

SET Suppression and Indirect LEAP Type II SET Suppression. In Direct LEAP SET

Suppression, (Figure 4.14a), when a particle strike hits both “OFF” and “ON” tran-

sistor trees sharing the same gate output, the charge collected by the “ON” transistor

tree can oppose the charge collected by the “OFF” transistor, effectively reducing the
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Figure 4.12 Radiation-induced charge collection on “OFF” transistor tree of a static 

CMOS gate. (a) Generalized CMOS gate. (b) Two-input NAND gate example. 

 

Figure 4.12: Radiation-induced charge collection on the “OFF” transistor tree of a
static CMOS gate. (a) Generalized CMOS gate. (b) Two-input NAND gate example.

effect of the single-event transient at the output. In this case, the collected opposing

charges can affect the gate output only if they have clear paths to the gate output.

Because an actively driven CMOS gate always has an “ON” transistor tree and an

“OFF” transistor tree, it is always possible to find a helper candidate diffusion node in

the “ON” transistor tree to collect a reinforcing charge (the collected charge reinforces

the gate output) to counter the upsetting charge (the collected charge changes the

gate output) collected by a victim candidate diffusion node in the “OFF” transistor

tree. In fact, any transistor diffusion node in the “ON” transistor tree attached to the

gate output is automatically a helper node. However, because the victim and helper

nodes are of different MOSFET types, there must maintain a minimum separation

distance due to layout spacing rules.

Indirect LEAP Type I SET Suppression (Figure 4.14b) happens when a particle

strike hits both the “OFF” transistor tree of the current gate as well as the “ON”

transistor tree of the previous gate, which drives the “ON” transistor tree of the

current gate. The hit on the “ON” transistor tree of the previous gate can produce

a reinforcing SET at the output of the previous gate driving into the “ON” tran-

sistor tree of the current gate. The reinforcing SET increases the gate overdrive of
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Figure 4.13 Radiation-induced charge collection on “ON” transistor tree of a static 

CMOS gate. (a) Generalized CMOS gate. (b) Two-input NAND gate example. 

 

Figure 4.13: Radiation-induced charge collection on the “ON” transistor tree of a
static CMOS gate. (a) Generalized CMOS gate. (b) Two-input NAND gate example.

the active section of the “ON” transistor tree and the recovery current it produces.

Consequently, the strengthened recovery current can more efficiently remove the up-

setting charge from a simultaneous hit on the “OFF” transistor tree. This type of

SET suppression technique has the advantage that both the victim and helper diffu-

sion nodes on which a particle simultaneously strikes are of the same MOSFET type

and are therefore easier to be placed closer to each other in order to reduce layout

area cost compared to Direct LEAP SET Suppression.

Indirect LEAP Type II SET Suppression (Figure 4.14c) occurs when a particle

strike deposits charge on both the “OFF” transistor tree of the current gate as well

as the “OFF” transistor tree of the previous gate, which drives the “OFF” transistor

tree of the current gate. The hit on the “OFF” transistor tree of the previous gate

produces an upsetting SET at the previous gate output. If this SET drives the gate

input of a transistor in the path through which the upsetting charge collected by the

victim diffusion node in the current “OFF” transistor tree can flow to the current gate

output, it can turn off this transistor (changing from “ON” state to “OFF” state) and

prevent the upsetting charge from reaching the gate output if no other charge flow

path is available from the victim diffusion node to the gate output. Similar to the
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Figure 4.14 Single-event transient suppression in a CMOS gate using the LEAP 

principle. (a) Direct LEAP SET suppression. (b) Indirect LEAP Type 1 SET 

suppression. (c) Indirect LEAP Type 2 SET suppression. 

 

Figure 4.14: Single-event transient suppression in a CMOS gate using the LEAP prin-
ciple. (a) Direct LEAP SET suppression. (b) Indirect LEAP Type 1 SET suppression.
(c) Indirect LEAP Type 2 SET suppression.

case of Indirect LEAP Type I SET Suppression, both victim and helper nodes also

share the same MOSFET type. Because a transistor switches from the “ON” state

to the “OFF” state in the upsetting charge flow path, Indirect LEAP Type 2 SET

Suppression cannot happen for gates without any transistors in series (no blocking

transistor available).

The LEAP layout principle places the drain contact nodes in the layout to take

advantage of the opposing single event effects discussed above. Since LEAP does

not depend on physical separation of sensitive circuit nodes, which may require large

area overheads, LEAP-based designs can be more compact. As a matter of fact, one

study in 130nm bulk CMOS showed that the node separation technique may provide
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a 10X reduction in charge collection at the expense of increased node separation from

0.18µm to 2µm [Amusan et al., 2006].

4.4 LEAP-DICE: A Case Study

To complement the SEU immunity of the circuit techniques described in Chapter

3 with the SEMU soft error resilience of the LEAP layout principle showcased in

the previous section, we choose the DICE circuit topology (from Section 3.4.2) as

an example of the DMR-enhanced sequential circuit, then apply the LEAP layout

principle on the DICE circuit to create a new sequential element layout called LEAP-

DICE [Lee et al., 2010]. The new LEAP-DICE layout is both SEU-immune and

SEMU-resilient. In Section 3.4.2, we have demonstrated that given an initial state

shown in Figure 4.15a, the DICE circuit is vulnerable to a SEMU strike on both

transistors M1 and M8 (see Figure 4.15b). In contrast, if an energetic particle strikes

both transistors M1 and M2, according to the LEAP principle, the overall charge

collection on circuit node A can actually be reduced, since the drain nodes n1 and n2

(of transistors M1 and M2) collect charges of opposite polarity through direct LEAP

single-event transient suppression (see Figure 4.15c).

Since the DICE circuit is only sensitive to SEMU strikes involving at least two

”sensitive” transistor drain nodes (all source nodes are attached to power and ground

in this example), for each possible SEMU path involving two sensitive transistor drain

nodes, we try to place a ”protective” transistor drain node between the sensitive node

pair. In this way, every time both nodes in the sensitive node pair are struck simul-

taneously, the inserted protective node will also be struck, and reduce the effective

charge collection in one of the sensitive nodes through LEAP charge cancellation.

Table 4.2 lists the different two-node SEMU combinations for the DICE circuit, along

with possible protective nodes for each sensitive node pair.

Figure 4.16a shows the standard DICE layout. Using only direct LEAP interac-

tions, we can produce a new LEAP-DICE layout (see Figure 4.16b), where all possible

two-node SEMU strike directions are protected. Figure 4.17 illustrates the SEMU ex-

ample involving sensitive nodes n1 and n8, where the placement of node n2 between
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Figure 4.15 Single-event charge collection in the Dual Interlocked Storage Cell 

(DICE). For simplicity, each “OFF” transistor is grayed off. (a) Initial state. (b) 

SEMU strike on transistor M1 and M8. (c) Reduction in charge collection when 

transistors M1 and M2 are struck together. 

Figure 4.15: Single-event charge collection in the Dual Interlocked Storage Cell
(DICE). For simplicity, each ”OFF” transistor is grayed off. (a) Initial state. (b)
SEMU strike on transistor M1 and M8. (c) Reduction in charge collection when
transistors M1 and M2 are struck together.
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Table 4.2: All two-node SEMU combinations and possible protective node selection.
Actual SEMU strikes can involve more than two transistor diffusion nodes, but will
always include at least one sensitive node pair listed in this table.

Sensitive Protective Node for Protective Node for

Node Pair Sensitive Node 1 Sensitive Node 2

Node Node Direct Indirect Direct Indirect

1 2 LEAP LEAP LEAP LEAP

n1 n5 n2 n3 n6 n7

n1 n8 n2 n3 n7 n6

n2 n3 n1 n8 n4 n5

n2 n6 n1 n4 n5 n8

n3 n7 n4 n5 n8 n1

n4 n5 n3 n2 n6 n7

n4 n8 n3 n2 n7 n6

n6 n7 n5 n4 n8 n1

n1 and n8 protects the sensitive pair. The LEAP-DICE layout also has an addi-

tional benefit where the introduction of four wells provides some isolation between

individual nodes, and thus reduces charge sharing. It is also interesting to note that,

even the standard DICE layout is partially protected through LEAP interactions. For

instance, two sensitive nodes of the same type (ex: n1 -n5 ) are protected by inserting

another protective node of the same type (n3 ) between the sensitive nodes. There

also exists an alternative compact DICE layout created using LEAP interactions (see

Figure 4.18), but it is not as soft-error-resilient as LEAP-DICE.

The new LEAP-DICE layout offers an additional benefit in terms of soft error

resilience: since all transistors are horizontally aligned, the number of possible particle

tracks hitting multiple circuit nodes in LEAP-DICE is confined to a narrow incident

angle range around the horizontal direction, further reducing its susceptibility to

SEMUs. The analysis of SEMUs on more than two drain contact nodes becomes quite

complex, and we only focus our discussion on reducing SEMUs related to simultaneous

hits on the drain contact nodes of two ”OFF” transistors.

Even with the best possible transistor placement in mind using LEAP, accurate



CHAPTER 4. LAYOUT SOFT ERROR RESILIENCE TECHNIQUES 62

 

 

Figure 4.16 Two DICE layout configurations. (a) Standard DICE layout. (b) LEAP-

DICE layout. 

Figure 4.16: Two DICE layout configurations. (a) Standard DICE layout. (b) LEAP-
DICE layout.

 

 

Figure 4.17 LEAP-DICE with the SEMU example highlighted. 

 

Figure 4.17: LEAP-DICE layout with the SEMU example highlighted.

single event simulations must be used to provide effective quantitative assessment

of LEAP for a specific circuit and layout. Many device-level effects (notably charge

sharing in the well, particle energy and electric field distribution affecting charge

movement) as well as 3D geometric considerations (particle strike angles, device con-

tours), can only be accounted for using 3D device simulations capable of predict-

ing the charge flow and distribution caused by a particle strike. To compare the

soft error resilience of the new LEAP-DICE layout (referred to as “LEAP-DICE”)

with the standard DICE layout (referred to as “DICE”), we performed mixed-mode

3D-Technology CAD (TCAD) simulations in 90nm bulk technology using the tool

ACCURO provided by Robust Chip Inc. A “snapshot” from one such simulation is
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Figure 4.18 Alternative DICE layout using both direct and indirect LEAP 

interactions. 

 

Figure 4.18: Alternate DICE layout using both direct and indirect LEAP interactions.

shown in Figure 4.19. The ACCURO single event simulation tool can simulate sin-

gle event charge distribution and charge collection while fully accounting for layout,

substrate and circuit details, and provides accuracy similar to a full 3D TCAD device

simulation [Lilja, 2009; Robust Chip Inc., 2010]. It is fast enough to run a very large

number of single event experiments to perform error cross-section analysis and Linear

Energy Transfer (LET) threshold prediction.

To evaluate the LEAP-DICE storage cell layout and compare it to the DICE

storage cell layout, we implemented the two “DICE” and “LEAP-DICE” layouts in

90 nm CMOS technology for the DICE circuit. Minimum device widths were used for

the NMOS devices with a P/N width ratio of 2.4. Note that both layouts use exactly

the same circuit and device sizing.

For selected incoming angles (defined using “tilt” and “azimuth”) of the single-

event generating particle, ACCURO scans the entire layout area and finds the LET

upset threshold at every scan point in the layout. Initial charge generation, governed

by the LET of the particle, is injected into the three-dimensional circuit structure

along the trajectory of the particle, and the charge transport and collection at the

drain contact nodes are simulated. At the end of simulation, the voltage on the DICE

output node is monitored to determine whether the DICE circuit is upset. Figure

4.20 shows the DICE output voltage (circuit node n4 in Figure 3.14) for different

LET values for a particle strike at a particular angle of incidence.

As discussed earlier, the LEAP-DICE storage cell (Figure 4.16b) can only be
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Figure 4.19 Simulation “snapshot” for the LEAP-DICE latch structure used in the 

ACCURO simulation, with color coded electron concentration during a single event 

particle strike with 180° azimuth, 85° tilt angles. 

Figure 4.19: Simulation “snapshot” for the LEAP-DICE latch structure used in the
ACCURO simulation, with color coded electron concentration during a single event
particle strike with 180◦ azimuth, 85◦ tilt angles.

upset when the angle of incidence is in a narrow cone around tilt = 90◦ and azimuth

= 0◦ or 180◦ due to the horizontal alignment of the transistors. For a conventional

layout of the DICE storage cell (Figure 4.16a), the latch can be upset for multiple

azimuth angles around 90◦ tilt. We determined one sensitive direction to be around

an azimuth angle of 305◦, corresponding to strikes directions hitting the following

pair of drain contact nodes: n2 -n3, n4 -n5 and n6 -n7. We also show simulation

results for another sensitive direction with an azimuth angle of 220◦, corresponding

to strike directions hitting drain contact nodes n1 and n8. Figure 4.21 shows the

coordinate system for particle strike directions in this study. Figure 4.22 and Figure
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Figure 4.20 Simulated DICE output voltage for single events with different Linear 

Transfer Energy (LET) levels using the LEAP-DICE 3D structure in Error! 

Reference source not found., with a strike direction of 180° azimuth, 85° tilt angles. 

 

Figure 4.20: Simulated DICE output voltage for single events with different Linear
Transfer Energy (LET) levels using the LEAP-DICE 3D structure in Figure 4.19,
with a strike direction of 180◦ azimuth, 85◦ tilt angles.

4.23 show the cross-section regions for DICE and LEAP-DICE respectively at the

sensitive strike directions with given LET level. The cross-section region is the area

in the plane perpendicular to the particle trajectory where an incident particle strike

can upset DICE or LEAP-DICE. For improved visibility, this cross-section region

is first projected to the side of the simulation structure (x-z, and y-z planes), then

rotated to the plane of the layout and centered.
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Figure 4.21 Coordinate system for particle strike directions. This coordinate system 

differs from the conventional coordinate system for evaluating radiation strikes, where 

the z-direction is pointed downward instead. 

Figure 4.21: Coordinate system for particle strike directions. This coordinate system
differs from the conventional coordinate system for evaluating radiation strikes, where
the z-direction is pointed downward instead.

 

 

Figure 4.22 Layout configuration with projected cross-section regions for DICE at 

LET = 3/30 MeV·cm
2
·mg

-1
. Blue/green region on x-z plane for particle strike 

direction with 85° tilt / 305° azimuth, orange/green on y-z plane for particle strike 

direction with 85° tilt / 220° azimuth. 

Figure 4.22: Layout configuration with projected cross-section regions for DICE at
LET = 3/30 MeV·cm2·mg−1. Blue/green region on x-z plane for particle strike di-
rection with 85◦ tilt / 305◦ azimuth, orange/green on y-z plane for particle strike
direction with 85◦ tilt / 220◦ azimuth.
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Figure 4.23 LEAP-DICE storage cell layout with projected error cross-section region on y-z plane for 85° tilt and 180° azimuth 

angles. 

Figure 4.23: LEAP-DICE storage cell layout with projected error cross-section region on y-z plane for 85◦ tilt and
180◦ azimuth angles.
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Figure 4.24 Error cross-section of DICE (90° tilt / 305° azimuth and 90° tilt / 220° 

azimuth) and LEAP-DICE (85° tilt / 180° azimuth) as a function of Linear Energy 

Transfer. 

Figure 4.24: Error cross-section comparison of DICE (90◦ tilt / 305◦ azimuth and
90◦ tilt / 220◦ azimuth) and LEAP-DICE (85◦ tilt / 180◦ azimuth) as a function of
Linear Energy Transfer.

Figure 4.24 shows the error cross-sections (area in the circuit vulnerable to up-

sets) of DICE and LEAP-DICE as a function of LET for the selected directions in

each layout. The lowest LET upset threshold for LEAP-DICE is almost an order of

magnitude larger than the lowest LET upset threshold for DICE (at 305◦ azimuth).

Note that, even at an angle quite far from the worst case (220◦ azimuth), the LET

upset threshold of the DICE is still as low as the upset threshold of the LEAP-DICE.

The LEAP-DICE implementation has its lowest LET upset threshold around 85◦ tilt,

whereas the DICE has the minimum at 90◦ tilt.

The simulated LET upset threshold as a function of tilt angle, at the worst case

azimuth angle, is shown in Figure 4.25. The LET upset threshold analysis shows

that “LEAP-DICE” has a much higher LET upset threshold than “DICE” for all tilt

directions at their worst case azimuth angles.

While the simulations presented here are relatively limited in scope, they show

the effectiveness of the LEAP principle and quantify the reduction in LET upset
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Figure 4.25 LET upset threshold as a function of tilt angle for LEAP-DICE at an 

azimuth angle of 180°, and for DICE at an azimuth angle of 305°. 
Figure 4.25: LET upset threshold as a function of tilt angle for LEAP-DICE at an
azimuth angle of 180◦, and for DICE at an azimuth angle of 305◦.

threshold and cross-section for LEAP-DICE compared to DICE. From the previous

error cross-section and LET threshold analysis, we conclude that “LEAP-DICE” is

more soft-error-resilient than “DICE” based on our TCAD simulation results.

4.5 Conclusion

In this chapter, we demonstrated how circuit layout can influence the way radiation-

induced charge collection impacts circuit operation. A conventional soft-error-resilient

circuit layout can rely on removing excess charge collection through the use of well

contact structures or reduce the probability of multiple circuit nodes being affected

by a single particle strike by placing sensitive circuit nodes far apart from each other.

However, both methods require additional area penalty in order to be implemented.

We presented a new layout principle for soft error resilience, called LEAP, or

Layout Design through Error Aware Transistor Positioning [Lee et al., 2010]. LEAP
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looks at circuit interactions within an existing circuit topology, and places transis-

tors in such a way that transistors within the design can help each other reduce the

probability of an upset due to a particle strike. In particular, we illustrated how

LEAP can enhance the SEU-immune but SEMU-sensitive DICE circuit by creating

the SEU-immune and SEMU-resilient LEAP-DICE layout. Our simulations in 90nm

bulk technology confirm that the LEAP principle applied on circuit layout can indeed

protect certain sensitive SEMU strike directions in the circuit layout. With device

feature size and distances between individual transistors shrinking with technology

scaling, single particle strikes will have higher probability of affecting multiple tran-

sistors (or SEMU probability) [Seifert et al., 2006; Seifert et al., 2010]. Layout design

using LEAP addresses this concern by targeting SEMU charge collection through the

use of multiple circuit node interactions to reduce the overall soft error rate.



Chapter 5

Test Chip Implementation

This chapter presents the implementation of a test chip containing various radiation-

hardened flip-flop designs utilizing circuit and layout techniques for soft error re-

silience discussed in Chapters 3 and 4. The aim of this chapter is to describe in as

much detail as possible the test chip design so that a similar test chip can be designed

to evaluate the soft error resilience of flip-flops in any future technology.

The chapter begins with a brief overview of the test chip and the flip-flop de-

signs being tested. The discussion then continues with detailed descriptions of each

radiation-hardened flip-flop cell design. Due to different soft error sensitivity for each

design, various circuit and layout details for each design are provided so that each

design can be faithfully reproduced and tested for soft error resilience. Other circuit

implementation details are also given concerning I/O design and clock generation to

provide suitable operating conditions for the flip-flop designs under radiation test.

Note that, although the various flip-flops in the test chip are implemented with the

best design decisions possible prior to fabrication, it is impossible to accurately assess

the overall soft error rate of each design before an actual single-event effect testing

is conducted on the test chip, since radiation data on the silicon process was not

previously available. To ensure soft error resilience, a conservative design approach

is taken at the expense of silicon area utilization to minimize charge collection by the

circuits under test.

71
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5.1 Process Selection

Selection of fabrication process can have a large impact on the radiation tolerance as

well as the manufacturing cost of integrated circuits. For CMOS integrated circuits,

bulk technology is more susceptible to radiation-induced charge collection and mul-

tiple node charge sharing than Silicon-on-Insulator (SOI) technology, but is usually

available at a fraction of the cost of the latter. The chosen technology node (i.e.

the minimum drawn feature size of the process — typically the minimum polysilicon

width) can also strongly impact the soft error resilience of the designs, as designs us-

ing smaller transistors have lower critical charge levels in their circuit nodes and are

therefore more prone to charge collection. Moreover, technology scaling also reduces

the distance between individual transistors, and consequently increases the probabil-

ity of multiple-node charge collection.

In addition to commercially available processes, there also exist radiation-hardened

processes, where transistors and field oxides are made to be more resistant to total-

dose device degradation, and where the addition of high density resistors and capac-

itors can improve the soft error resilience of memory cells [Roche and Gasiot, 2005;

Lysinger et al., 2008]. However, radiation-hardened processes are very expensive and

are often offered several generations behind mainstream technologies, and fabrication

access to these processes may be restricted by government export regulations.

Since the goal of this research is to demonstrate circuit and layout soft error

resilience techniques irrespective of fabrication process, we chose to implement our

test structures in a commercial low-cost bulk CMOS fabrication process generously

provided by National Semiconductor Corporation. This process is a single-well, 5-

metal 180nm CMOS process fabricated on an epitaxial substrate.

5.2 General Test Chip Description

To validate the soft error resilience of circuit and layout techniques discussed in

Chapters 3 and 4, we implemented several flip-flop designs in 180nm CMOS bulk

technology. To ensure that fair performance comparison can be made between the
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Figure Error! No text of specified style in document..1 Master-slave flip-flop 

configuration. 

Figure 5.1: Master-slave flip-flop configuration.

different designs, each flip-flop design is buffered by a minimum-size input inverter

and a minimum-size output inverter. All designs employ a master latch and a slave

latch, with independent clocks for each master or slave stage to allow the possibility

of separately testing either the master latch or the slave latch. Figure 5.1 shows the

master-slave configuration used for most of the designs.

The test chip contains the following flip-flop designs (more details on each design

can be found in Section 5.3.4):

1. BASIC: reference standard D flip-flop implemented with a master D-latch fol-

lowed by a slave D-latch (both identical designs). All transistors are minimum-

size transistors (P/N=0.68µm/0.28µm, L=0.18µm).

2. BASIC2: same design as BASIC FF but with double transistor sizes for all

transistors except in the input, output and clock inverters. It thus consumes

1.44X power (instead of 2X) and 1X area of BASIC as cell height remains

unchanged.

3. SCDMR: flip-flop similar to the SCDMR flip-flop shown in Figure 3.10, where

each pair of master-slave latches constitutes a flip-flop identical to BASIC.

4. QCDMR: master-slave D flip-flop using the QCDMR latch design in Figure

3.12e for both its master and slave latches.

5. DIFF: master-slave D flip-flop using the DCVSL latch design in Figure 3.15c

for both its master and slave latches.
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Table 5.1: Normalized performance comparison for various flip-flop designs. The
numbers are obtained from post-layout simulation at 40 MHz and 1V supply.

Flip-Flop Transistor Layout Power Average Clock
Design Count Area to Output Delay
BASIC 24 1.00 1.00 1.00
BASIC2 24 1.00 1.44 0.97
SCDMR 60 2.33 2.16 1.37
QCDMR 84 3.00 3.76 1.80

DIFF 56 2.42 3.37 2.48
DICE 52 1.67 1.50 1.06

LEAP-DICE 52 2.33 1.54 1.07

6. DICE: master-slave D flip-flop using the DICE latch design in Figure 3.14 for

both its master and slave latches with standard transistor placement in Figure

4.16a.

7. LEAP-DICE: flip-flop using DICE latch in Figure 3.14 with the new LEAP-

DICE layout from Figure 4.16b.

Table 5.1 lists the performance parameters from our circuit simulations. Each flip-

flop was drawn in Cadence Virtuoso using 180nm CMOS technology, and post-layout

parasitic extraction was performed on each layout design using a Cadence Assura

RCX extraction script provided by National Semiconductor. Cadence Spectre was

used to simulate the flip-flops using the extracted netlists. The simulation setup is

shown in Figure 5.2. For each simulation, the supply voltage was set at 1V, and two

40-MHz non-overlapping clocks drove the master and slave stages of the flip-flops.

The delay, area and power performance numbers of all designs are normalized to

the reference design, “BASIC”. Each design drives a 4X minimum-size inverter load

(included in power simulation), at about 40% of the power consumed by the BASIC

design.

Once the test flip-flop designs are implemented in layout, the flip-flops are orga-

nized in arrays for testing. Each array consists of 144 rows of identical flip-flops, with

each row containing between 16 to 32 flip-flops depending on the size of each flip-flop
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Figure 5.2 Simulation test bench for post-layout timing and power measurements. All 

inverters are minimum sized except for the final inverter at the output (sized at 4X 

minimum size). 

Figure 5.2: Simulation test bench for post-layout timing and power measurements.
All inverters are minimum sized except for the final inverter at the output (sized at
4X minimum size).

(larger designs have fewer cells per row so that each array size is identical). Inside

each array, flip-flops are connected as a single scan chain of between 2304 to 4608

flip-flops in a snake-like fashion (see Figure 5.3a). The flip-flop array is supported

by its own I/O circuitry and clock drivers, and together the different circuit blocks

form a self-contained test chip for a particular flip-flop design (see Figure 5.3b). The

actual test silicon contains 8 independent test chips named according to the flip-flop

design being tested (“BASIC”, “BASIC2”, “SCDMR”, “QCDMR”, “DIFF”, ”DICE”

and “LEAP-DICE”; “N/A” is not included in the discussion of this work). Figure 5.4

shows the die photograph of the 5mm × 5mm fabricated test chip using an 180nm

bulk CMOS process from National Semiconductor. To maximize area utilization, scan

chains of 2,304 to 4,608 flip-flops were implemented for each design, with the length

of the chain inversely proportional to the cell area of the design. Each scan chain has

its own I/O and core supplies so that each chain can be independently tested. The

non-overlapping clocks for the master and slave stages of the flip-flops, MCLK and

SCLK respectively, can be supplied from an external source (Figure 5.5) or generated

internally (see Section 5.3.5 for discussion on the non-overlapping clock generation).
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Figure 5.3 Test chip organization. (a) Flip-flop array. (b) Test chip. 

 

Figure 5.3: Test chip organization. (a) Flip-flop array. (b) Test chip.

5.3 Test Chip Implementation Details

To design a general purpose Application-Specific Integrated Circuit (ASIC) digital

chip, it is often useful to determine a layout design methodology before the actual

design is drawn for silicon. Due to the complexity of modern-day digital designs (often

amounting to millions of transistors or more per millimeter square area), it is nearly

impossible to know before hand how the design will be organized in layout without

an effective design abstraction strategy. To facilitate the design of complex logic

blocks, we chose to use a cell-based layout methodology, where commonly used logic

gates or small logic cells are organized into a library called Standard Cell Library.

The use of standard-cell-based design approach allows one designer to focus on high-

level implementation of a digital design, while another designer focuses on the layout
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Figure 5.4 Die photograph of the 180nm bulk test chip. 

 

Figure 5.4: Die photograph of the 180nm bulk test chip.

implementation of the individual cells. Since the standard cells can be reused for

different designs, high-level designs can be translated into netlists of standard cells

which are then placed on a suitable placement grid of common size and connected

(or routed) by metal wires.

5.3.1 Standard Cell Layout Style

Layout Grid

Before making the standard logic cells suitable for placement, we must first determine

the size of the routing grid. The routing grid is defined as a square (or in some cases
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Figure 5.5 Test chip clocking scheme, with a scan chain of flip-flops using two 

separate external clocks, MCLK and SCLK, clocking the master and slave stages of 

the flip-flop, respectively. 

Figure 5.5: Test chip clocking scheme, with a scan chain of flip-flops using two separate
external clocks, MCLK and SCLK, clocking the master and slave stages of the flip-
flop, respectively.

rectangular) placement grid for metal wires, where:

1. The routing grid is only valid for metal wires of fixed width from metal routing

layers (metal 1, metal 2 etc.). Also, the different metal routing layers must

share a common routing grid so that different metal layers can be connected

by metal vias. However, one metal layer can have a smaller routing grid than

another as long as that they share common grid points.

2. Each metal wire is drawn using Manhattan distances (or unit grid distances) on

its routing grid, with the center of the metal wire lying on the placement grid.

3. Each metal layer has a preferred orientation for metal wires. It is customary

to have alternating orientations for consecutive metal layers. For example, the

metal 1 layer wires can be routed horizontally, while metal 2 layer wires can be

routed vertically, metal 3 again horizontally, and so on. Note that metal layers

are named in ascending number according to their proximity to the silicon

substrate (i.e. metal 1 layer is the lowest metal routing layer).
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4. To connect metal wires between different layers, the two metal wires must in-

tersect on a common grid point where an inter-metal via is placed to connect

both metal wires. As a result, vias are always placed on common grid points.

5. A correctly placed metal wire never violates any layout distance or sizing rule.

The minimum routing grid size for any given metal layer can be easily determined

using the following relationship:

routing grid size ≥ min. via (or wire)width+min.metal spacing

Figure 5.6 shows a routing grid example, where metal 1 wires are drawn horizon-

tally and metal 2 wires are drawn vertically. For the test chip implementation, the

routing grid size is set to 0.72 µm × 0.72 µm.

Standard Cell Layout

Once the routing grid is set, we can start designing cells for the standard cell library.

From a high-level layout design perspective, standard cells are viewed as small black

boxes where only the cell placement boundaries and the location of the input/output

(I/O) pins are visible to the layout designer. In order to allow a smooth placement

and routing of these standard cells, both the cell placement boundaries as well as

the I/O pins of the cells must lie on the routing grid. Note that the cell placement

boundary does not necessarily correspond to the actual cell boundary, as some cells

can share parts of their borders with their neighbors. Figure 5.7 shows the minimum

drive strength standard inverter cell used in the test chip implementation. This cell

employs guard rings (as discussed in Section 4.2.1) to reduce overall radiation-induced

charge collection.

Standard logic cells also usually share a common same cell height so that they can

be placed next to each other on rows of identical height to facilitate their placement.

After the cells are placed, routing is done on metal layers above the cells to avoid wire

shorts between routing wires and wires internal to the cells. To facilitate wiring in

logic blocks with hundreds to thousands of cells, horizontal wires reside in the same
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Figure 5.6 Routing grid example. 

 

Figure 5.6: Routing grid example.

layer (M3) while vertical wires reside in a different layer (M2). Wire tracks in the

same direction are analogous to highway lanes, and signals can travel horizontally

or vertically by moving up and down metal layers through metal vias for maximum

track utilization. Using pre-determined wire tracks, integrated circuit layout routing

software can perform automatic wire routing. Figure 5.8 shows an example of complex

wire routing done on a group of placed standard cells.
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Figure 5.7 Standard cell inverter example. The grid size is 0.72µm × 0.72µm. Figure 5.7: Standard cell inverter layout example. The grid size is 0.72 µm × 0.72
µm.
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Figure 5.8 Complex routing example. Only metal 2 (vertical) and metal 3 wires 

(horizontal) are visible. Cell placement boundaries are shown in bright yellow. This 

example is taken from an actual 20-bit × 20-bit multiplier. 

Figure 5.8: Complex routing example. Only metal 2 (vertical) and metal 3 wires
(horizontal) are visible. Cell placement boundaries are shown in bright yellow. This
example is taken from an actual 20-bit × 20-bit multiplier.

Enclosed-Geometry Transistor Layout

For radiation testing involving any large deposition of radiation dose (such as proton

testing), it is possible to protect total-dose transistor degradation discussed in Section

2.3 by employing a special layout technique called Enclosed-Geometry Transistor

layout [Mavis and Alexander, 1997; Nowlin et al., 2005]. By completely surrounding

one of diffusion terminals (drain or source) by the polysilicon gate terminal in the

NMOS transistor, total-dose induced high leakage current paths are eliminated by

the removal of thick silicon oxides around the transistor channel (see Figure 5.9). In

our standard cell library, we used enclosed-geometry (also called ”ringed”) NMOS
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Figure 5.9 Total dose current leakage effect on standard two-edged vs. enclosed-

geometry transistors from Nowlin et al., [2005]. The labels 128/1 (“wide”) and 2/16 

(“long”) indicate relative transistor sizes (1=minimum length). (a) Two-edged 

transistors showed an exponential increase in leakage current (VG < 0) with increasing 

radiation dose. (b) Enclosed-ring transistors do not show significant change in leakage 

current. The “wide” (W/L=128/1) device was unaffected by radiation dose. However, 

there is some total dose current increase for the “long” (W/L=2/16) device. Note that 

very long transistor devices are seldom used in digital design due to poor speed.  

Figure 5.9: Total dose current leakage effect on standard two-edged vs. enclosed-
geometry transistors from Nowlin et al., [2005]. The labels 128/1 (”wide”) and 2/16
(”long”) indicate relative transistor sizes (1=minimum length). (a) Two-edged tran-
sistors showed an exponential increase in leakage current when the gate voltage over-
drive is less than zero (VG less than 0.5V) with increasing radiation dose. The
transistor OFF current (leakage current) can be as high as 1% of the ON current. (b)
Enclosed-ring transistors do not show significant change in leakage current. Curves
labeled (W/L=128/1) belong to the ”wide” transistor under test, while curves labeled
(W/L=2/16) belong to the ”long” device under test.

transistors in all cells to prevent early logic failure with low supply voltage due to

exponential total dose leakage current increase and substantial transistor threshold

shift. Although PMOS transistor thresholds are also affected by total dose effects,

their leakage currents do not increase with radiation dose and result in circuit failure.

Figure 5.10 shows an example of enclosed-geometry layout in standard cell layout

design.

Comparing the relative sizes of the transistors in Figure 5.10a and Figure 5.10b, we

observe that ringed transistors require larger layout compared to the standard ”two-

edged” transistors. In fact, for our fabrication process, the smallest ringed transistor

width (1.12 µm) is four times the minimum two-edged transistor width (0.28 µm) in
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Figure 5.10 Enclosed-geometry transistor layout. (a) Regular “two-edged” transistor 

layout. (b) Enclosed-source transistor layout. (c) Two-input NAND gate using regular 

NMOS transistor layout. (d) Two-input NAND gate using enclosed-source NMOS 

transistor layout. 

Figure 5.10: Enclosed-geometry transistor layout. (a) Regular ”two-edged” transis-
tor layout. (b) Enclosed-source transistor layout. (c) Two-input NAND gate using
regular NMOS transistor layout. (d) Two-input NAND gate using enclosed-source
NMOS transistor layout.

our fabrication process. The increase in minimum transistor size therefore can lead to

more than threefold increase in zero-dose total power consumption for digital circuit

designs using this approach. However, analog designs are seldom affected by ringed

geometries, since transistor sizes in analog circuit design tend to be relatively large.

5.3.2 Standard Cell Library

To enable design reuse of digital design blocks, it is useful to build a Standard Cell

Library, or a collection of commonly used low-level logic functions. As previously

discussed in Section 5.3.1, these cells have a common fixed height (which is a multiple

of the routing grid size) and a variable width (also a multiple of the routing grid size),
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allowing cells to be placed in rows. For each given logic function, multiple cells of

varying drive strength can be designed such that they share the same functionality

but different drive strength, with the drive strength measured in units of the smallest

driving gate. For example, a simple inverter can be implemented as inverters with

drive strength of 1X (the smallest inverter in the library), 2X (equivalent to two

1X inverters connected in parallel), 3X ... , and so on. This way, the designer can

choose discrete drive strengths for each logic function without worrying about sizing

individual transistors inside each logic gate. We implemented the following cells in

our standard cell library:

1. Basic logic gates. These logic gates are single-stage logic gates (of up to four

inputs each). Ex: INV (inverting buffer), BUF (non-inverting buffer), NAND2

(two-input NAND gate), AOI21 (three-input AOI21 gate).

2. Composite logic gates. These logic gates are made up of individual single-stage

logic gates to perform commonly used small logic functions. Ex: MUX2 (two-

input multiplexer), FA (full adder).

3. Fill cells or dummy cells. Fill cells are dummy cells without any logic function to

”fill” the empty space in silicon in order to maintain the layout density of some

fabrication layers (such as diffusion, metal, polysilicon) and prevent abrupt

changes in layout density. Layout density rules guarantee that the local and

global density of some fabrication layers will fall within a certain permissible

range to reduce intra-die variation of fabricated structures (such as transistors,

capacitors etc.). Examples of fill cells include decoupling Metal-Oxide-Silicon

(MOS) or polysilicon capacitors used to fill the polysilicon and diffusion layers

and reduce noise on the supply and ground lines, or supply line cells which

connect the supply lines of different rows of standard cells together.

5.3.3 I/O Cells

Input/output (I/O) cells form an integral component of a functional chip. They serve

as a buffer between external off-chip signals and internal core signals, and also provide
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Figure 5.11 I/O cell structure. (a) Input cell structure. (b) Output cell structure. Figure 5.11: Input/output (I/O) cell structure. (a) Input cell structure. (b) Output
cell structure.

some protection against damage from electrostatic discharge. An I/O cell typically

comprises the following components (see Figure 5.11):

• A signal bond pad (or I/O pad), where an off-chip signal from the package

housing the silicon die can be connected via a bond wire;

• An ESD protection circuit;

• A level shifter converting the voltage levels of I/O signals to that of core signals;

• Buffers to drive the signal over a large capacitive load.

The I/O cells in a chip can then be placed in a ring surrounding the core circuitry

to facilitate wire bonding.

Electrostatic Device Structures (ESD)

Electrostatic discharge (ESD) is a major reliability problem in integrated circuits,

and typically manifests itself as a large deposition of electrostatic charge (often due

to human touch or ”plug-in” of the device) from an external source to the silicon,
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Figure 5.12 ESD protection circuit. (a) Schematic. (b) Layout. 

 

Figure 5.12: ESD protection circuit. (a) Schematic. (b) Layout.

resulting in an electrical overstress and possible destruction of the circuit structures

in silicon. To protect against ESD, we employ standard diode- and CMOS transistor-

based ESD protection in our I/O circuits from [Beebe, 1998, Chapter 1], shown in

Figure 5.12. To prevent single-event latchup, double guard rings surround the ESD

diodes. Ringed-geometry is used for the diode-connected ESD MOSFETs to reduce

total dose leakage current.

I/O Voltage Conversion

To allow lower supply operation for our test circuits, it is necessary to convert large-

swing input/output (”I/O”) digital signals into small-swing internal (”core”) digital
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Table 5.2: Test chip I/O voltage settings.

Core Voltage
I/O Voltage

Minimum Maximum
1.8V 0.6V 1.8V
2.5V 0.9V 1.8V

signals for use in our internal test circuits, and vice versa. Allowing different ”core”

voltages adds an additional degree of freedom for testing the soft error performance

of our test circuits, since the core supply determines how fast circuits respond to

single-event charge generation, as well as how much charge is collected thereafter. We

designed the test chip to tolerate external I/O signals of up to 2.5V, with a conversion

factor of about 3X for the internal signals. For the 180nm CMOS fabrication process,

standard CMOS transistors (used in the core) can only tolerate up to 1.8V supply,

while high-threshold CMOS transistors (used in I/O circuits) can tolerate up to 2.5V

supply. Using our I/O conversion circuitry, for 2.5V I/O operation, the internal core

voltage can be set to as low as 0.9V. For 1.8V I/O operation, the internal core voltage

can be set to as low as 0.6V. Table 5.2 summarizes the I/O range of operation.

To convert the digital signals between the different voltage domains, we imple-

mented new I/O conversion circuits modified from the level-up and level-down shifters

from Wang et al. [2001]. The I/O circuits require three supply voltages: VDD (core

supply), VDDIO (external I/O supply) and VMID (an intermediate supply between VDD

and VDDIO for more flexible voltage conversion). VMID can be tied to the same voltage

as VDD if left unused. Figures 5.13 and Figure 5.14 show the level-down and level-up

shifters implemented in our test chip.

Pad Frame

Once the I/O cells are designed in layout, we can assemble them together to form a

pad ring, or a ring of I/O pads around the core circuitry, where bond pads are located

on the edge of the silicon die for easier wire bonding. In our test chip, we chose the

bond pad size to be 75 µm × 75 µm, with a minimum pad-to-pad spacing of 75 µm.
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Figure 5.13 Level-down shifter. (a) Transistor symbols. (b) Level-down shifters. 

 

Figure 5.13: Level-down shifter. (a) Transistor symbols. (b) Level-down shifters.

These pad size and spacing are appropriate for standard manual wire bonding. To

allow more signal bond pads per side, we use staggered-pitch bond pad placement in

our test chip (see Figure 5.15).

5.3.4 Flip-Flop Designs under Test

Before going into the details of the various test flip-flop designs implemented in sili-

con, we define the commonly used schematic symbols shown in Figure 5.16 to simplify

the subsequent circuit schematics presented in this section. In all flip-flop designs,

identical master and slave latches are used, and all designs except the SCDMR de-

sign follow the inverter-latch-latch-inverter configuration shown in Figure 5.1. Each

design is implemented using the standard cell layout style described in Section 5.3.1

using standard “two-edged” transistors due to significant layout penalty with ringed-

geometry transistors. Also, each design has the same following I/O signals: D (data

input), Q (flip-flop output), CLK (clock for the slave latch) and CLKB (clock for

the master latch).
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Figure 5.14 Two-stage level-up shifter. 

 

Figure 5.14: Two-stage level-up shifter.



CHAPTER 5. TEST CHIP IMPLEMENTATION 91

 

 

Figure 5.15 Stagged-pitch pad placement. 

 

Figure 5.15: Staggered-pitch pad placement.

Standard D Flip-Flop (“BASIC” and “BASIC2”)

The Standard D Flip-Flop “BASIC” is the reference D-Flip-Flop design to which

the circuit and soft error performance of all other designs under test is compared

to. The “BASIC” D flip-flip (shown in Figure 5.17) is a master-slave flip-flop made

of identical modified C2MOS D latches (shown in Figure 5.18) [Stojanovic and Ok-

lobdzija, 1999]. In the “BASIC” design, All transistors are minimum-size transistors

(P/N=0.68µm/0.28µm, L=0.18µm). We also implemented a “BASIC2” D flip-flop
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Figure 5.16 Circuit symbols commonly used in subsection 3.3.4. (a) Inverter. (b) 

Clocked inverter. (c) Keeper-less C-Element from Figure 3.8a. (d) Two-input 

multiplexer. 

Figure 5.16: Circuit symbols commonly used in Section 5.3.4. (a) Inverter. (b)
Clocked inverter. (c) Keeper-less C-Element from Figure 3.8a. (d) Two-input multi-
plexer.
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Figure 5.17 Standard “BASIC” D flip-flop. 

 

Figure 5.17: Standard “BASIC” D flip-flop.

 

 

Figure 5.18 Standard D latch [Stojanovic and Oklobdzija, 1999]. 

 
Figure 5.18: Standard D latch [Stojanovic and Oklobdzija, 1999].

with the same circuit topology as “BASIC”, but double transistor widths for all tran-

sistors except the input, output and clock inverters to preserve the same input and

output loading. The “BASIC” design represents the “minimal unprotected D flip-flop

design”, whereas the “BASIC2” design establishes the lower bound for the speed and

power performance of the DMR flip-flop designs discussed next.

Single C-Element DMR Flip-Flop (“SCDMR”)

The “SCDMR” flip-flop (shown in Figure 5.19) is a flip-flop design modified from the

BISER design in [Mitra et al., 2005]. The “SCDMR” design concept was previously

discussed in Section 3.4.1. This dual modular redundancy-based design is virtually

equivalent to two identical “BASIC” flip-flops voted by a two-input C-Element at the
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Figure 5.19 “SCDMR” flip-flop, similar to BISER from [Mitra et al., 05]. 

 

Figure 5.19: “SCDMR” flip-flop, similar to the BISER flip-flop from Mitra et al.
[2005].

output. All transistor sizes in the “SCDMR” flip-flop are identical to the transistor

sizes found in the “BASIC” flip-flop, to the exception of the weak inverter, which uses

a much longer transistor length (five times the minimum transistor length).

Quadruple C-Element D Flip-Flop (“QCDMR”)

The “QCDMR” flip-flop (shown in Figure 5.20) is a master-slave flip-flop made of

identical “QCDMR” latches (shown in Figure 5.21) modified from the 4-TAG latch

[Shuler et al., 2005]. The “QCDMR” design concept was previously discussed in Sec-

tion 3.4.1. All transistors in the “QCDMR” design are also minimum-size transistors

(P/N= 0.68µm/0.28µm, L=0.18µm) like the aforementioned designs.

Differential D Flip-Flop (“DIFF”)

The DCVSL logic style, discussed in Section 3.4.3, is a rather unusual circuit de-

sign style with the soft error advantage of limiting the propagation of single-event
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Figure 5.20 “QCDMR” Flip-Flop. 

 

Figure 5.20: “QCDMR” Flip-Flop.

transients to up to two logic stages [Casey et al., 2005]. However, DCVSL logic has

unbalanced rising and falling output transition times. The unevenness of the output

transition times is related to the fact that the bulk of the transistor logic function

resides in NMOS logic (responsible for falling transitions) which drives its output

first before the PMOS logic (responsible for rising transitions) can drive its output

through circuit feedback from the NMOS logic output.

We implemented a DCVSL flip-flop called “DIFF” using mostly differential in-

verters and clocked inverters shown in Figure 5.22 and Figure 5.23. Since SETs can

propagate through one logic stage in DCVSL logic, a logic value (represented by a

pair of two differential circuit nodes having opposite binary values) must be stored

three times inside an internal storage loop. This way, in the event of a single parti-

cle strike affecting one circuit node, at most two stored logic values (the location of

the original strike plus one propagated stage) are affected, and the unaffected logic

value can restore the circuit back to its original state. Figure 5.24 shows our soft-

error-resilient DCVSL latch design (“DIFF”). To prevent SETs in the “DIFF” latch

from propagating to the latch output which may be connected to standard CMOS

logic gates susceptible to SET propagation (unlike DCVSL), we inserted a three-input

DCVSL AND gate (shown in Figure 5.25) at the latch output. We then configured

the DCVSL “DIFF” flip-flop as a master-slave flip-flop using identical “DIFF” latches

(see Figure 5.26).



CHAPTER 5. TEST CHIP IMPLEMENTATION 96

 

 

 

Figure 5.21 “QCDMR” Latch, similar to the 4-TAG Latch from [Shuler et al., 2005]. Figure 5.21: “QCDMR” Latch, similar to the 4-TAG Latch from Shuler et al. [2005].

DICE D Flip-Flop (“DICE”) and LEAP-DICE Flip-Flop (“LEAP-DICE”)

The Dual Interlocked Storage Cell (DICE), discussed in Section 3.4.2, is an efficient

DMR-based storage cell resilient to single event upsets affecting single circuit nodes

[Calin et al., 1996]. The 8-transistor DICE configuration from Figure 3.14 is suitable

for regular SRAM operation, but needs to be modified for high-speed latch or flip-flop

operation. We implemented the clocked version of the DICE latch in Figure 5.27, and

configured the DICE D flip-flip as a master-slave flip-flop using two identical clocked

DICE latches in Figure 5.28.
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Figure 5.22 DCVSL inverter. 

 

Figure 5.22: DCVSL inverter.

 

 

Figure 5.23 Clocked DCVSL inverter. 

 
Figure 5.23: Clocked DCVSL inverter.

The “LEAP-DICE” D flip-flop uses the same circuit topology as the “DICE”

D flip-flop. However, the layout arrangement for “LEAP-DICE” is quite different

than “DICE”. The layout for the “DICE” flip-flop is shown in Figure 5.29, with a

close-up view on the clocked “DICE” latch in Figure 5.30. Similarly, the layout for

the “LEAP-DICE” D flip-flop is shown in Figure 5.31, with a close-up view on the

clocked “LEAP-DICE” latch shown in Figure 5.32. To highlight relative positions

of the original eight sensitive diffusion nodes (named n1 –n8 ) from the DICE and

LEAP-DICE layout configurations in Figure 4.16, we labeled them in Figure 5.30

and Figure 5.32.
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Figure 5.24 DCVSL latch (“DIFF”). The three-input DCVSL AND gate at the output 

is used to filter SETs in the latch internal loop. 

 

Figure 5.24: DCVSL latch (“DIFF”). The three-input DCVSL AND gate at the
output is used to filter SETs in the latch internal loop.
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Figure 5.25 Three-input DCVSL AND gate. 

 

Figure 5.25: Three-input DCVSL AND gate.

 

 

Figure 5.26 DCVSL “DIFF” flip-flop. 

 

Figure 5.26: DCVSL “DIFF” flip-flop.
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Figure 5.27 Clocked “DICE” latch. 

 
Figure 5.27: Clocked “DICE” latch.

 

 

Figure 5.28 “DICE” D flip-flop. 

 
Figure 5.28: “DICE” D flip-flop.
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Figure 5.29 “DICE” D flip-flop layout. 

 

Figure 5.29: “DICE” D flip-flop layout.

 

 

Figure 5.30 Close-up of the clocked DICE latch layout. 

 

Figure 5.30: Close-up of the clocked “DICE” latch layout.
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Figure 5.31 “LEAP-DICE” flip-flop layout. 

 

Figure 5.32 Close-up of the clocked LEAP-DICE latch layout. 

 

Figure 5.31: “LEAP-DICE” flip-flop layout.
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Figure 5.31 “LEAP-DICE” flip-flop layout. 

 

Figure 5.32 Close-up of the clocked LEAP-DICE latch layout. 

 

Figure 5.32: Close-up of the clocked “LEAP-DICE” latch layout.
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Figure 5.33 Non-overlapping clock generator. The outputs CLK and CLKB are used 

in the slave and master stages of the test flip-flops respectively. 

 

Figure 5.33: Non-overlapping clock generation. The outputs CLK and CLKB are
used in the slave and master stages of the test flip-flops respectively.

5.3.5 Clock Generation and Distribution

To allow the master and slave latch stages of the flip-flop designs to be tested indi-

vidually and prevent race-through conditions, the JEDEC89A standard suggests that

non-overlapping clocks are to be used to feed the flip-flops [JEDEC Standard, 2006].

Figure 5.33 shows the non-overlapping clock generator used in the test chip. The

clock generator takes in an external 50% duty-cycle clock signal “CLK IN”, and gen-

erates two non-overlapping active-high clocks “CLK” and “CLKB”, with a minimum

of 100 ps of non-overlapping phase.

To drive the large combined clock load on all the cells in the flip-flop array, we

implemented a clock distribution tree for each of the non-overlapping clocks using

the standard “fanout of four” (FO4) rule (i.e. each inverter can drive up to a load

equivalent of four inverters of the same size).



CHAPTER 5. TEST CHIP IMPLEMENTATION 105

5.4 Conclusion

This chapter described the implementation of a test chip containing various soft-

error-resilient flip-flop designs in a commercial 180nm CMOS process. The flip-flop

designs utilize soft error resilience techniques discussed in Chapters 3 and 4. The

methodology for the test chip implementation presented here is applicable to the soft

error evaluation of any sequential cell design in any given technology node. It is

important to note that design for soft error robustness is not only limited to circuit

and layout techniques inside the sequential cells. Rather, robust design must consider

all layers of abstraction, from circuit layout to chip organization. Ultimately, the soft

error resilience of the various presented sequential cell designs can only be verified by

undergoing actual accelerated radiation testing, the focus of next chapter.



Chapter 6

Experimental Setup and Results

This chapter presents a design and testing framework for soft-error-resilient sequen-

tial cells, by quantifying the performance trade-offs of circuit and layout resilience

techniques (presented in Chapter 3 and 4) in the new “soft error resilience — power

— delay — area” design space. This chapter first describes the experimental setup

we used for the accelerated radiation testing of various sequential cells under study,

then presents soft error results obtained from the testing. From the experimental

results, we demonstrated that our SEU-immune and SEMU-resilient LEAP-DICE

design achieved the best soft performance among all techniques investigated in this

study, and deduced that a mixture of SEU-immune circuit techniques and SEMU-

resilient layout techniques will be needed for future silicon process generations to

mitigate the growing concern over SEMUs due to device scaling. We also presented

a new way of evaluating each sequential cell in the new soft error design space by in-

troducing an easy-to-use soft-error metric called Soft Error Resilience. Additionally,

this study discovered new soft error dependence on circuit operating conditions such

as supply voltage, clock frequency and total dose exposure. These new effects helped

us conclude that all possible circuit operating conditions, pertaining to the lifetime

of the application in which the sequential cells are used, must be considered during

the soft error performance evaluation of sequential cells.

106
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6.1 Radiation Experimental Setup

To evaluate the soft error resilience of electronics, accelerated radiation testing must

be performed on a circuit. An hour of accelerated radiation testing can lead to soft

error results similar to those from electronics exposed for years in the normal envi-

ronment of operation. Accelerated radiation testing, unlike typical electronic device

testing, involves a lot of care and consideration to avoid unnecessary radiation dam-

age and interference to the test equipment, which are often not radiation-hardened

and difficult or costly to replace. Therefore, this section presents our experimental

setup suitable for testing sequential cells under irradiation, and explores the various

implementation choices we made for the test setup in this study.

In radiation testing, the device under test is placed directly in front of the particle

beam. To avoid radiation damage to anything other than the test chip, all test

equipments are placed as far as possible from the test beam/test chip. Very often,

the radiation beam resides in a specialized radiation chamber which is extremely

dangerous to the human user while the beam is in operation. Therefore, the user

must be able to maintain control of the test equipment during irradiation outside

the radiation chamber, and the test setup must ensure that test signals to and from

the test device can be reliably transmitted through very long cables. The remote

control nature of the test setup also requires the system to be monitored remotely

and maintain some autonomous test functions, which further complicates the system

setup.

Based on these needs, we created a reliable single-event radiation testing platform

comprising the following components:

1. A test chip socket board containing the test chip under irradiation.

2. A Complex Programmable Logic Device (CPLD) board responsible for buffering

test chip signals over long distances.

3. A Field-Programmable Gate Array (FPGA) board capable of creating complex

or user specified test patterns for the test chip as well as recording test results.
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4. A real-time analog acquisition board monitoring test chip supply voltages (to

make sure no single-event latchup has occurred).

5. A test computer capable of commanding the FPGA board to setup various

radiation tests.

In this system, the test chip socket board and the CPLD board are linked through

10-meter SCSI cables. The CPLD and FPGA boards are linked through 50-cm rib-

bon cables, and the test computer commands the FPGA board through a 10-meter

LAN cable. The use of long cables allows the user to operate and monitor the test

equipment from outside the radiation chamber, and to sufficiently isolate most test

equipments (except the test chip socket board) from the radiation beam to prevent

radiation damage and interference to these equipments. Figure 6.1 shows our exper-

imental setup for single event testing.

For radiation testing purposes, a test chip socket board housing only the test chip

socket and passive circuit elements (decoupling capacitors and line matching resistors)

was built to house the test chip under irradiation (see Figure 6.2). The rest of the

setup is shown in Figure 6.3. This test board is intended to be placed directly in

front of radiation beam. To prevent unintended radiation effects (SEUs, SELs etc.)

from interfering with the radiation test setup, we avoided placing any active circuit

element other than the test chip on the socket board so that any error or malfunction

observed during irradiation can only be attributed to the test chip. The test chip

signals are then transmitted and received through 30-feet shielded SCSI cables to

allow all other test equipment (which are not radiation hardened) to be placed as far

as possible in the radiation chamber or even outside the chamber in order to minimize

equipment failure due to radiation. In the lab environment, we were able to transmit

digital signals of up to 100 kHz through these highly shielded cables without any

signal adjustment or equalization.

To communicate with the test chip and generate the necessary test stimuli, we

used the Digilent XUPV2 FPGA development system board from Digilent Inc. [2011].

The Digilent board contains a Xilinx Virtex-2 Pro XC2VP30 FPGA with 30,816 logic

cells and 2,448 Kb of block Static Random Access Memory (SRAM), plus various data
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Figure 6.1 Test environment for integrated circuits irradiation testing. The striped area 

indicates the radiation chamber area where no user can safely stay without suffering 

serious health consequences during irradiation. 

 

Figure 6.1: Test environment for integrated circuits radiation testing. The yellow area
defines the radiation chamber area where no user can safely stay without suffering
serious health consequences during irradiation.
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Figure 6.2 Test chip socket board. The board must be held perpendicularly to the 

radiation beam for irradiation testing. Here two such boards are stacked back to back 

during neutron testing at Los Alamos National Laboratory (LANL). An overhead 

hairdryer is used to increase the operating temperature in an attempt to increase the 

number of soft errors. 

 

Figure 6.2: Test chip socket board. The board must be held perpendicularly to the
radiation beam for irradiation testing. Here two such boards are stacked back to back
during neutron testing at Los Alamos National Laboratory (LANL). An overhead
hairdryer is used to increase the operating temperature in an attempt to increase the
number of soft errors.
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Figure 6.3 Test bench setup located away from the radiation beam (picture taken at 

LANL). At Indiana University Cyclotron Facility (IUCF), the beam was located 

further  away, and the CPLD and FPGA boards had to be located inside the radiation 

chamber. 

Figure 6.3: Test bench setup located away from the radiation beam (picture taken
at LANL). At Indiana University Cyclotron Facility (IUCF), the beam was located
further away, and the CPLD and FPGA boards had to be located inside the radiation
chamber.
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Figure 6.4 Close-up of FPGA and CPLD boards. Each FPGA board could connect to 

two CPLD boards, each connected to a separate test chip socket board through 50-feet 

SCSI cables. 

 

Figure 6.4: Close-up of FPGA and CPLD boards. Each FPGA board could connect
to two CPLD boards, each connected to a separate test chip socket board through
50-feet SCSI cables.

communication ports such as a 10/100 Mb Ethernet port and expansion connectors

where the test chip signals can be sent and received.

Since the test signals produced by the FPGA board do not have sufficient sig-

nal strength to drive the 30-ft SCSI cables, and have higher voltage range (0V–3.3V)

than the signal range required by the test chip (0V–1.8V), we used a custom-designed

Complex Programmable Logic Device (CPLD) board to convert the FPGA test sig-

nals into suitable signals for the test chip. The CPLD acts as a small programmable

buffer device for the test signals, and the CPLD board can generate various supply

voltages ranging from 0 to 1.8V to power and bias the test chip. In addition, during

the initial stages of test chip debugging, the CPLD board served as a simple test

pattern generator before the entire testing platform was ready. Both the CPLD and

FPGA boards are shown in Figure 6.4. Each FPGA board can connect up to two

CPLD boards simultaneously, testing two different test chips.
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6.2 Radiation Experimental Results

For this study, we performed two sets of tests following guidelines from the JEDEC89A

Standard [JEDEC Standard, 2006]:

1. Static testing : a test data pattern (“all 0 bits” or “all 1 bits”) is first loaded

into the flip-flops using non-overlapping clocks. Clocks are then disabled during

irradiation while the test chip is still powered. After the irradiation reaches

a certain fluence (number of particles passed through an unit area), the data

pattern is read back by enabling the clocks again.

2. Dynamic testing : the test data pattern is continuously loaded into the flip-flops

at a set frequency during irradiation while errors are counted. The “all 0 bits”

and “all 1 bits” patterns are also used in this testing. The clock frequency can

be dynamically set.

We performed these tests under accelerating neutron and proton irradiation. The

results of these tests are reported in the following sections.

6.2.1 Neutron Testing

To evaluate the soft error performance of the different flip-flop designs, we first con-

ducted an accelerated neutron test at Los Alamos National Laboratory (LANL) in

Los Alamos, New Mexico in September 2009 [LANSCE, 2006]. The LANL neutron

beam has an energy profile similar to the neutron flux found at New York City Sea

Level but with an acceleration factor of 3 × 108 (see Figure 6.5). The chips were ir-

radiated at 0.8V supply at normal incidence with a 3-inch beam diameter, and there

was no observed latchup. Few errors were detected for the BASIC flip-flop (1-2 errors

per 2-3 hours of beam time), and none for the other designs.

Moreover, while performing static testing using checkered patterns (strings of 1s

followed by strings of 0s), we discovered that either the entire bit pattern, or half the

bit pattern stored in the flip-flop arrays, was shifted after several hours of exposure.

For example, a repeating “0xF0” pattern was shifted to “0xE1”. The shifting of the



CHAPTER 6. EXPERIMENTAL SETUP AND RESULTS 114

 

 

Figure 6.5 Neutron beam profile at the ICE House in Los Alamos National 

Laboratory between 1 MeV to 1 GeV neutron beam energy [LANSCE, 2006]. 

TRIUMF is a similar facility at the National Laboratory for Particle and Nuclear 

Physcis in Canada. Note that outside the displayed range of 1 MeV to 1 GeV, the 

beam profiles at ICE and TRIUMF are drastically different than the natural ground 

spectrum. However, the majority of neutron-related soft errors is produced by 

neutrons within the displayed range, as neutrons with lower energies are easily 

absorbed, and neutrons with higher energies can quickly travel through silicon 

without creating much charge generation. 

 

Figure 6.5: Neutron beam profile at the ICE House in Los Alamos National Labo-
ratory between 1 MeV to 1 GeV neutron beam energy [LANSCE, 2006]. TRIUMF
is a similar facility at the National Laboratory for Particle and Nuclear Physics in
Canada. Note that outside the displayed range of 1 MeV to 1 GeV, the beam pro-
files at ICE and TRIUMF are drastically different than the natural ground spectrum.
However, the majority of neutron-related soft errors is produced by neutrons within
the displayed range, as neutrons with lower energies are easily absorbed, and neutrons
with higher energies can quickly travel through silicon without creating much charge
generation.
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bit patterns, limited to only the entire pattern or half the pattern, was likely caused by

SETs in the first stages of the on-chip clock distribution tree. In fact, after examining

the implementation of the clock tree, we discovered that there was only one single

delay chain leading to the clock buffer tree. Once in the clock buffer tree, the clock

signal is buffered using a fanout of 3–4, and the signals are re-shorted together after

every two inverter stages. In the initial inverter stages, the capacitance of the shorted

loads is not large enough to prevent SETs. However, in later stages, as the buffers

become larger, they become more resistant to SETs. This is the reason why we only

observed unintended bit pattern shifting either through the entire flip-flop array or

through half the flip-flop array.

The bit shifting due to soft errors rendered checkered patterns unusable in further

soft error testing. Consequently, we decided to perform static and dynamic testing

using only blanket (“all 1” or “all 0”) bit patterns. Blanket patterns are an accept-

able form of test data pattern according to the JEDEC JESD89A Standard [JEDEC

Standard, 2006]. Using checkered patterns can result in different electric fields in

the periphery of each cell due to different electric fields from neighboring cells. But

since each cell flip-flop is extensively surrounded by guard rings, most of the fields

terminate at the guard rings, and the soft error rate of checkered patterns will not dif-

fer significantly from the soft error rate of blanket patterns. Additionally, checkered

patterns during dynamic testing can produce larger than expected soft error rates

due to combinational soft errors captured during the latching window of each flip-flop

[Gadlage et al., 2005]. This additional soft error rate only depends on the frequency

of operation, but does not depend on the soft error resilience of the design. In this

study, we are interested in the sequential soft error rate of each design, and blanket

patterns are sufficient for the evaluation of sequential cells in this study.

Figure 6.6 shows a possible way to harden the clock distribution tree by creating

at least three independent delay chain branches then shorting them at the final stage.

Any single SET produced in any of the three branches will not appear at the output

load. However, the single input buffer driving the branches may still be vulnerable

to SETs.
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Figure 6.6 Clock tree protection against soft errors. Figure 6.6: Clock tree protection against soft errors.

6.2.2 Proton Testing

To increase the number of observed errors during accelerated radiation testing, we

performed a second test at Indiana University Cyclotron Facility (IUCF) using their

3-inch-diameter 200-MeV proton beam in October and December 2009. The IUCF

proton beam flux is more than 106 higher than the neutron beam flux at LANL. Due

to their high kinetic energy, 200-MeV protons have limited kinetic energy loss due

to collisions with electrons in silicon, and behave similarly to 200-MeV neutrons in

terms of charge generation and causing soft errors in silicon. However, the proton

beam is mono-energetic, and does not match the natural neutron spectrum. Although

it is possible to test electronics with lower energy protons, low energy protons have a

behavior more similar to alpha particles than neutrons due to the presence of charge

on the particle, and can cause greater total dose effects and distort the soft error

results by direct ionization. We even observed some total dose effects with the 200-

MeV proton beam. Consequently, soft error rates collected in this proton test cannot

translate to Failure in Time (FIT, one FIT equals one failure per billion hours) for

the ground level, a measure of estimating the expected failure rate in semiconductors,

as ground level electronics are affected by a broad neutron spectrum and do not suffer

total dose effects. Despite these shortcomings, we can still evaluate the relative soft

error resilience of each sequential cell design using the proton beam.
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At IUCF, the test chips were exposed at normal incidence up to 2 Mrad[Silicon]

dose. We performed static and dynamic testing on the chips at 1V, 1.4V and 1.8V.

The observed number of errors remained fairly constant at 1V, but increased during

the course of the experiments at other voltages due to total dose effects similar to

transistor aging. We report the observed soft error counts for all designs with static

and dynamic testing at 1V in Figure 6.7.

We made the following observations from our experiments:

LEAP-DICE is the most resilient design. The LEAP-DICE flip-flop has the

best overall soft error performance among all designs, with on average 2,000X fewer

errors compared to the reference BASIC flip-flop design, and 5X fewer errors compared

to the DICE flip-flop design which shares the same DICE circuit but has a different

layout. LEAP-DICE requires 133% more area, 54% more power but negligible delay

compared to BASIC.

LEAP-DICE encounters 5X fewer errors than DICE with same circuit.

It’s interesting to compare the performance between DICE and LEAP-DICE in all

dimensions of the “soft-error-resilience — power — delay — area” design space. Since

both designs share the same circuit topology and transistor sizes, their power and de-

lay numbers are literally identical, save for minor differences due to parasitics caused

by different internal wiring. LEAP-DICE requires roughly 40% more area than DICE,

but improves the soft error resilience by 5X. Using the “2X node separation = 10X

fewer soft errors” rule of thumb from [Seifert et al., 2007], a 40% area increase in the

conventional DICE layout using proportional increase in node separation without any

change in transistor placement will only result in 1.75X better soft error resilience.

Therefore, node separation alone cannot fully account for the 5X soft error improve-

ment in LEAP-DICE. This simple calculation shows that transistor placement can

play an active role in making sequential circuits more robust without sacrificing too

much layout area.
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Figure 6.7 Measured soft error performance of flip-flops at 1V. 
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Figure 6.7: Measured soft error performance of flip-flops at 1V under 200-MeV proton irradiation.
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Figure 6.8 SCDMR layout placement. (a) Original layout. (b) Proposed layout. 
Figure 6.8: SCDMR layout placement. (a) Original layout. (b) Proposed layout fix.

Transistor doubling did not help. The doubling of internal transistor sizes in

BASIC2 compared to BASIC barely improved the soft error rate, showing that making

transistors bigger alone is not sufficient to make circuits robust.

SCDMR is unexpectedly softer due to design flaws. The soft error resilience

improvement using DMR circuit techniques falls within a range of values around be-

tween 10X to 1000X with an average of around 100X–200X. Our SCDMR flip-flop

was unexpectedly a lot softer compared to DICE, although both shared similar SEMU

charge collection thresholds in simulation. The soft errors in SCDMR (Figure 6.8a)

were dominated by SEMU strikes involving the slave latch and the C-Element sep-

arated at 1 µm apart, while the DICE design is most sensitive to SEMUs involving

circuit nodes with a 10 µm separation. To reduce the number of SEMUs in SCDMR,

we propose a new SCDMR layout arrangement (Figure 6.8b) which physically sepa-

rates the C-Element from the slave latch with negligible impact on area, power and

delay.

SCDMR has clock dependency for soft errors. The SCDMR flip-flop encoun-

tered almost 100X more errors in static testing compared to dynamic testing. To

investigate this difference and understand which result is valid for normal operating

conditions, we tested SCDMR by varying the clock frequency in dynamic testing as

well as changing the fluence steps in static testing by treating each fluence step as

one single clock cycle in dynamic testing. Figure 6.9 shows the combined result.
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Figure 6.9 SCDMR Frequency Dependence 
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Figure 6.9: SCDMR frequency dependence. From left to right, the blue diamond
points correspond to dynamic testing at 50 kHz, 0.5 Hz and 0.05 Hz, while the red
square points correspond to static testing at 10, 25, 50, 100 and 200 krad[Si].

At low fluence steps, the soft error count remains constant, as it is related to the

cell SEMU probability. At high fluence steps however, the soft error rate increases

at a rate identical to the square of BASIC soft error rate, which is proportional to

the probability that two independent BASIC flip-flops will get hit at the same time.

Since the SCDMR flip-flop is made up of two (unprotected) BASIC flip-flops plus a

C-Element acting as a SET filter at the output, we can conclude that the higher soft

error rate in SCDMR at high fluence steps is dominated by separate hits on each flip-

flop. Although it is anticipated that the SCDMR flip-flop is vulnerable to SEMU hits

as well as two independent single node hits resulting in an upset, this is the first ever

demonstration that the soft error rate of the SCDMR flip-flop or similar designs can

be highly influenced by the probability of two separate hits under high fluence steps.

By extension, we can also conclude that designs similar to the SCDMR flip-flop may
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not be suitable for standby operation in a radiation environment, where the fluence

during standby can reach levels similar to the fluence steps used during static testing.

The commonly used Triple Modular Redundancy (TMR) flip-flop, composed of three

identical unprotected flip-flops voted by a three-input majority gate, also falls under

the same category of sequential cells vulnerable to two separate hits. Additionally,

since most electronic applications operate at the supra-MHz frequency range, static

testing may not be suitable for assessing the soft error resilience of these sequential

cells, as our results show that static testing is equivalent to testing electronics at

extremely low frequencies (� 1 Hz).

Total dose effects reduce soft errors in DIFF. The soft error count for most

flip-flop designs increased around 20% by scaling down the supply voltages from 1.8V

to 1V. The soft error count also increased slightly up to 10% with large total dose

exposure. In contrast, the DIFF design showed substantial soft error improvement in

both cases (Figure 6.10). DCVSL gates normally have fast output fall time and slow

output rise time due to unbalanced P/N ratio (weak PMOS, strong NMOS). With

total dose transistor aging making PMOS transistors slower and NMOS transistors

faster, the skewed rise/fall time ratio becomes more pronounced. When the drive

strength of NMOS devices become much stronger than that of the PMOS devices, the

gate delay slows down significantly due to slow PMOS feedback, making DCVSL gates

substantially slower, but also preventing short-duration SET pulses from propagating

and creating an upset.

To showcase the performance tradeoffs between the flip-flop designs, we introduce

a new metric called Soft Error Resilience, defined as the inverse of Normalized Soft

Error Count, where the dynamic flip-flop soft error counts are normalized to the

reference BASIC design [Lee et al., 2011]. Figure 6.11 puts each flip-flop design

in the new “soft error resilience — energy — area” space, where the (switching)

energy is defined as the power-delay product. LEAP-DICE is the most soft-error-

resilient design among all designs considered in this study, with moderate area and

energy costs. QCDMR, while exhibiting slightly lower soft error resilience compared

to LEAP-DICE, requires much more area, power and delay overhead.
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Figure 6.10 Soft error reduction in the DIFF design with increasing radiation dose. 
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Figure 6.10: Soft error reduction in the DIFF design with increasing radiation dose.

6.3 Conclusion

This chapter presented our custom experimental setup for accelerated testing of se-

quential cell designs. After evaluating the designs considered in this study (includ-

ing our LEAP-DICE design) under neutron and proton testing, we determined that

LEAP-DICE, which combines the SEU-immune DICE circuit with the SEMU-resilient

LEAP layout principle, obtained the best soft error performance among all designs.

LEAP-DICE achieved 2,000X soft error resilience compared to our reference D flip-

flop, with moderate area and power costs, and negligible delay overhead.

After introducing a new soft error design metric called Soft Error Resilience, we

were able to place each sequential cell we investigated in the “Soft Error Resilience

— Power — Delay — Area” design space. The addition of soft error resilience as a

new design dimension opens up new research possibilities in integrated circuit design.
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Newly discovered soft error effects from this study highlights the importance of

including operating conditions as an essential factor in determining the robustness of

a soft-error-resilient sequential cell during its lifetime of operation. It is important

to note that different designs may have different soft error behavior under different

operating conditions, and not all testing conditions may be suitable for all designs (for

example, static testing vs. dynamic testing for the SCDMR flip-flop). The soft error

resilience of these designs must be carefully assessed under all operating conditions

to ensure that they are properly characterized under irradiation.



Chapter 7

Conclusion

In the last four decades, technology scaling in CMOS technology has allowed expo-

nential growth in transistor density, reduction in power consumption as well as per-

formance doubling every 18 months according to Moore’s Law. The drastic shrinking

of transistor dimensions also increased the probability of soft errors in semiconductor

chips. Traditional techniques at the circuit and system level have helped mitigating

the effects of single-event upsets. However, individual transistors have become so

close to each other that more than 10% of all soft errors now come from single-event

multiple upsets, and these types of errors are more difficult to correct. The goal of

this dissertation is to develop new design techniques targeting the growing concern

over SEMUs.

The original vision for developing a layout technique addressing SEMUs lies on

the fact that future transistor dimensions will be scaled down so much that particle

strikes near active silicon area will most likely affect a cluster of transistors within a

micron radius of the site of impact. Past soft error analyses often treated radiation-

induced charge collection as “bad” and avoided at all cost. However, not all charge

collection is bad, as transistors can collect either charge causing a soft error (“bad

charge collection”), or charge that makes logic signals stronger instead (“good charge

collection”). Therefore, if charge sharing is unavoidable, we should look for ways to

utilize the “good” aspect of charge collection to counteract the “bad” aspect of charge

collection. The development of the LEAP layout principle soft error resilience, as well
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as the subsequent realization of the soft-error-resilient LEAP-DICE sequential cell

design (application of the LEAP principle on the DICE design), reflects that vision.

Radiation experiments on 180nm silicon chip showed that the LEAP-DICE design

achieved the best soft error performance among all techniques we investigated. LEAP-

DICE offers 2,000X soft error resilience compared to the conventional D flip-flop, at

moderate power and area costs, and negligible delay penalty.

In the course of evaluating and comparing different sequential cell designs, we

demonstrated a design framework for soft error resilience, by quantifying the perfor-

mance trade-offs of circuit and layout resilience techniques in the “soft error resilience

— power — delay — area” design space. By coincidence, we also discovered new soft

error effects related to operating conditions such as voltage scaling, clock frequency

setting and total radiation dose. These effects are strongly related to circuit con-

ditions varying over the lifetime of the circuit. Therefore, we concluded that the

design of soft error resilience must take into consideration various possible operating

conditions to ensure that the application remains robust over its lifetime.

7.1 Future Research

The LEAP-DICE design illustrates how a combination of circuit and layout techniques

will be essential for the design of next generation sequential cells, as SEMU probability

increases exponentially with device scaling. So far, this study only investigated the

LEAP principle on the DICE cell circuit topology.

Is LEAP-DICE a unique soft-error-resilient design, or is the LEAP layout princi-

ple applicable to other sequential cells? Concurrent to the publication of our work

in 2010, our peers in the soft-error-resilient design community have also reported re-

markable soft error reduction using the charge cancellation effect promoted by the

LEAP principle [Seifert et al., 2010a; Ahlbin et al., 2010; Uemura et al., 2010]. It

will be interesting to extend LEAP to a larger number of sequential cell topologies

(both soft-error-resilient and non-resilient), and even combinational logic to evaluate

the effectiveness of the LEAP principle.

As deep submicron device scaling makes transistors closer to each other than ever,
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we suggest that future work in the area of soft-error-resilient sequential cell design

includes a re-evaluation of the circuit and layout techniques surveyed in this work

using a more recent technology node (i.e. 22nm or 28nm CMOS). The technology

re-assessment could provide some insights into the effect of technology scaling on the

LEAP layout principle. The eventual goal would be to extend the LEAP principle

to any design, and develop a systematic layout design methodology for soft error

resilience (or a set of soft error layout design rules) that can be applied toward any

integrated circuit layout.
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