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Abstract

Recently, there have been increased efforts to investigate wave-particle interactions

within the Earth’s Van Allen belts using scientific instruments, known as plasma

wave receivers, to obtain in-situ measurements of wave electric fields. With such

phenomena spanning four decades in frequency, from 100 Hz to 1 MHz, and nine

orders of magnitude in power, traditional receivers must trade their range in both

dimensions against the desired resolution in frequency, power, and time.

But, to enable the next generation of wideband receiver that is capable of

capturing signals throughout the full bandwidth and dynamic range simultaneously, a

new type of analog front end is required. This device must meet these objectives while

consuming minimal power and withstanding the deleterious effects of the radiation

environment in these belts.

This dissertation addresses the design, implementation, and testing of the first

fully-integrated analog front-end for satellite-based, wideband plasma wave receivers.

The front-end, which is fabricated in a commercial 0.25-µm SiGe BiCMOS process,

features both a high-impedance, low-noise amplifier (LNA) and a field-trimmable, 6th

anti-aliasing filter (AAF). The LNA, whose gain can be programmed in arbitrary steps

from 0 dB to 24 dB to accommodate dipole antennae ranging from 6 to 100 meters in

length, features 90-dB SFDR and consumes less than 2 mW. With programmable cut-

offs at 30, 180, and 1080 kHz, the AAF can be dynamically adapted to compensate for

the availability of host resources while maintaining 90-dB odd-harmonic suppression.

Though fabricated in a commercial manufacturing process, rather than a custom

one tailored to prevent radiation-induced degradation, both circuits maintain perfor-

mance for absorbed doses in excess of 100 krad(Si) and exhibit no latchup through
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an equivalent LET of 100 MeV-cm2/mg as a result of radiation-hardness-by-design

techniques employed in their architecture, implementation, and layout.
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Chapter 1

Scientific Application

Despite their critical relevance to fields of study spanning disparate realms from

environments solar to subterranean, many underlying processes that govern the

plasma electrodynamics of Earth’s outer atmosphere are “still only dimly perceived”

[Walt , 1994, p.1]. In particular, the lack of a comprehensive description for

the interactions between electromagnetic waves and energetic particles in the

magnetosphere has inspired substantial research in recent years (e.g., [Bell et al.,

2004; Bortnik , 2004; Platino et al., 2005]), owing to the import it holds for such

disciplines as geophysics, astrophysics [Walt , 1994, p.6–7], terrestrial climate and

weather [Wilcox , 1976], space weather [Tribble, 2003, p.14–24], spacecraft operations

[Tascione, 1994, p.133–144], communications, power transmission systems, geology,

and petroleum exploration [Lanzerotti , 1979]. Recent proposals [Inan et al., 2003]

even suggest that such an understanding might allow for the controlled mitigation

of harmful and/or anthropogenic high-energy particle fluxes trapped by the Earth’s

magnetic field.1

Given the scope and complexity of these wave-particle interactions, and the

1An example of the latter class of flux is afforded by the population of greater than 1-
MeV electrons which persisted for 2–10 years [Tribble, 2003, p.165] after the Starfish Prime 1.4
megaton high-altitude nuclear detonation 400 km above Johnston Island in the Pacific Ocean [Barth
et al., 2003, p.470] on July 9, 1962 [O’Brien et al., 1962]. Its crippling of radiation-susceptible
communications satellites was cited by Nikita Krushchev as a potential mechanism for future USSR
weaponry [Hughes, 1989, p.47] and is still a threat at the disposal of ‘rogue nations’ today [Pease,
2003, p.539].

1
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concomitant intricacies of the modeling mathematics [Schulz and Lanzerotti , 1974,

p.vi], the first thirty years of theoretical advances in their study resembled “a series

of unpredicted discoveries followed by interpretations and explanation” [Walt , 1994,

p.156]. But, having transitioned from an

. . . exploratory stage to one in which satellite missions and ground-based

observations are planned with the specific-objective of achieving a global

understanding and self-consistent quantitative description of the cause-

and-effect relationships among the principle dynamical processes involved,

[Roederer , 1979, p.3]

current efforts to treat the Earth’s magnetosphere as “a convenient plasma laboratory

of cosmic scale in which to perform experiments, active and passive, related to

plasma wave processes” [Shawhan, 1979, p.214], are limited by the quality of the

instrumentation. Specifically, to conduct experiments aimed at the unresolved physics

of wave-particle interactions in the Earth’s radiation belts, which serve as motivation

for this research,

. . . the data most needed now are simultaneous observations made from

key locations throughout the magnetosphere. Such measurements will

involve multispacecraft observations and as well as multi-instrument

measurements of particle fluxes, electric and magnetic fields, and the

characteristics of waves over a broad frequency range. [Walt , 1994, p.8]

Thus, to enable the next generation of plasma wave receivers for such high-fidelity,

broadband, interferometric, in-situ measurements, a new class of instrument-grade

electronics, suitable for sustained operation in the radiation-belt environment, is a

prerequisite.

The purpose of this research is to design, implement, and test an application-

specific integrated circuit (ASIC), dubbed SVEPRE,2 to serve as the analog front-end

2SVEPRE is an initialism for Stanford VLF E-field Preamplifier. To distinguish between
successive versions of the chip, the version number (counted from one) may be appended with a
dash, as in SVEPRE-1 for the initial prototype. Such version numbers are used explicitly in this
document when emphasizing revision differences; in their absence, references to SVEPRE should be
construed as applying to all versions.
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for such a modern, satellite-based, wideband plasma wave receiver. To introduce the

design requirements of such a receiver and flow them down to the front-end ASIC,

the remainder of this chapter is bifurcated as follows: Section 1.1 summarizes the

geophysical background from which the science requirements of the target receiver

are derived; Section 1.2 briefly reviews the architectures of canonical plasma wave

receivers, providing a context in which the remaining specifications of the target

system are explicated and its performance advantages contrasted with existing

solutions.

1.1 Space Plasma Science

The continual application of heat causes a material to progressively transition through

the four states of matter as it becomes increasingly more disordered: from solid, to

liquid, to gas, to plasma [Tribble, 2003, p.115]. More formally, this final state, by far

the most prevalent in the universe, describes “gases that include a large number

of electrons and ionized atoms and molecules as well as the neutral atoms and

molecules” [Inan and Inan, 2000, p.440]. Though the volumetric number density

of these electrons (Ne) and ions (Ni) must be large enough for the plasma to exhibit

collective behavior,3 the degree of ionization required to achieve this behavior can be

quite low, with greater than 0.01% of the total atom density, Nt, being sufficient to

delineate strongly versus weakly ionized plasmas [Inan and Inan, 2000, p.443].

One key manifestation of their collective behavior is that these electrons(ions),

liberated by the available thermal energy, can effectively screen the electrostatic field

of a positively(negatively) charged particle introduced into the plasma, so that its

influence is felt over only a small distance. This screening distance, known as the

Debye length and denoted λD, is given by [Bittencourt , 1995, p.8]

λD =

√
kTε0
NQ2

(1.1)

3This property implies that the behavior of the plasma in regions distant from a disturbance
is still affected due to the long-range scales of the electromagnetic forces at play and is a primary
feature distinguishing plasmas from ordinary fluids [Bittencourt , 1995, p.3].
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where N , Q, and T denote the number density per unit volume, charge, and Kelvin

temperature of the particles responsible for the screening.4 Within a sphere of radius

λD around the disturbance, this screening results in an excess number of oppositely

charged particles as the inter-particle electromagnetic potential energy balances the

thermal, or mean kinetic, energy of the screening particles.

But, over a macroscopic region where the dimensions of interest exceed the Debye

length (e.g., in space), the plasma can be treated as quasi-neutral (Ni 'Ne), since

its equilibrium thermal energy is well below that required by Coulomb forces to

maintain a net separation of space charge over such distances. Instead, in response to

any displacement of its equilibrium charge distribution, internal electrostatic forces

attempt to restore the macroscopic neutrality of the plasma, giving rise to natural

oscillations at a characteristic frequency known as the plasma frequency, ωp, which,

from the application of Newton’s second law and Gauss’s law [Inan and Inan, 2000,

p.446] is given by

ω2
p =

NQ2

mε0
(1.2)

where m represents the mass of the screening particles.,5 As long as the plasma

frequency far exceeds the neutral collision frequency, νn, which is the rate of collisions

between the screening particles and the neutral gas atoms, the inertial motions of

the former are not appreciably damped, allowing the plasma to sustain oscillations

at this and only this frequency unless external electric fields are imposed.

The response to such extrinsic fields, in the form of stationary or propagating

electromagnetic waves known as plasma waves that are further investigated in

Section 1.1.3, is governed by the relationship of their frequency to ωpe and quantities

derived from it. Similarly, it is shown that the Debye length describes the dimensions

of the plasma sheath that control the input impedance of the receiver antenna (cf.

4As usual, k is the Boltzmann constant and ε0 is the permittivity of free space.
5While the parameters defined in this section are unique to each charged particle species in the

plasma, the limiting cases occur for electrons, on account of the high frequency motion associated
with their relatively small mass. Thus, unless otherwise noted by explicitly using the subscripts
e (electrons) and i (ions), it is assumed for the remainder of this document that the terms Debye
length and plasma frequency, refer to the characteristics of the electron, λDe and ωpe, which are
obtained by substituting N=Ne, T =Te, m=me, Q=−q and νn =νne into (1.1) and (1.2).
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Section 3.1.4). These fundamental plasma parameters depend upon properties of

the near-Earth space plasma that very drastically with altitude, such as number

density and temperature. For the unfamiliar but curious reader, a brief review of

this environment with emphasis on the composition and particle dynamics of the

magnetosphere is offered in Appendix A. Adducing reasons elucidated there, this

work is concerned with investigating the portion of the magnetosphere known as the

radiation belts, where plasma waves drive a powerful but elusory set of non-adiabatic

particle motions.

1.1.1 Van Allen Radiation Belts

Serendipitously discovered during the International Geophysical Year (IGY) with

Geiger-Müller tubes aboard the U.S. Explorer I and III satellites, and further explored

by subsequent missions that year [Ratcliffe et al., 1960, p.551],6 the Van Allen

radiation belts consist of enhanced fluxes of high-energy charged particles that are

trapped by Earth’s magnetic field at equitorially measured distances between 1.2 and

7 Earth radii (RE) from its center and latitudes below 65◦ [Walt , 1994, p.4].7 These

energetic particle fluxes,8 and the altitudes of their maxima, tend to decrease with

increasing particle energy [Walt , 1994, p.76],9 to conserve adiabatic momenta with

6Perhaps misleadingly titled, the international scientific effort known as IGY spanned an eighteen
month period from July 1, 1957 to December 31, 1958. Existence of the radiation belts was suggested
and subsequently confirmed by data from an array of satellites launched during the 1958 calendar
year, beginning with Explorer I (January 31) [Ratcliffe et al., 1960, p.551].

7Even though the Earth is not a perfect sphere, having more mass and thus a wider extent
near the equator than the poles [Tribble, 2003, p.14] its radius, hereafter symbolized by RE, can be
approximated as 6,378 km. Unless otherwise noted, all distances normalized to RE are measured
geocentrically at the equator.

8In accordance with the conventions of early particle detectors and unless otherwise specified,
all radiation-belt particle fluxes cited herein are omnidirectional, integral fluxes, in units of
particles/cm2/s. Such a quantity, for particles above a given energy Eo, is obtained by integrating
the differential, directional flux—the number of particles within dE of energy E that pass through
a unit area perpendicular to a directional angle θ within a unit solid angle in one second—over all
E>Eo and all angles 0<θ<π.

9In the context of radiation-belt physics, it is typically assumed that the energies of the relevant
particles exceed 100 keV, which easily distinguishes them from the cold background plasma of the
plasmasphere whose average energies are below 1 eV (cf. Section A.1.2). However, delineating the
former, whose motions are governed solely by the drifts of Section A.2.1.2, from the hot-plasma of
the ring current, for which such drifts are commensurate with those imposed by the convective and
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Figure 1.1: Inner and outer zones of Earth’s Van Allen radiation belts. Drawn to
scale, the altitudes of these concentric tori reflect those of the maxima in proton and
electron flux, respectively. Reproduced in toto from [Mazur , 2003].

increasing field strength (cf. Section A.3). Additionally, the populations are not static,

constantly responding to the counterbalance of source and loss mechanisms which are

in turn subject to interplanetary weather cycles and spontaneous solar phenomena.

Although the fluxes of the major constituents,10 namely protons, electrons, and heavy

ions (primarily He+ and O+) [Walt , 1994, p.81],11 demonstrate diffuse and continuous

enhancement patterns [Tascione, 1994, p.51–52], it is customary to divide this region

into azimuthally symmetric,12 discrete toroids known as the inner zone and outer

zone, separated by a so-called ‘slot’ region (Figure 1.1) [Walt , 1994, p.75].

1.1.1.1 Inner Zone

The inner zone is composed of both high-energy protons, whose energies range from

100 keV to 500 MeV, averaging 10–50 MeV as shown in Figure 1.2, and electrons from

co-rotational electric fields, requires a more rigorous definition that places this boundary near 200
keV [Schulz and Lanzerotti , 1974, p.2–7].

10Although it is extremely significant practically and scientifically, even under worst-case
conditions “the total mass of the ‘radiation’ material is very small. It may amount to only a
few pounds!” [Ratcliffe et al., 1960, p.554].

11A heavy ion is defined as a charged atom of any element heavier than helium [Srour and
McGarrity , 1988, p.1458].

12This symmetry breaks down over the South Atlantic anomaly, where the offset between
the Earth’s magnetic and geographic poles results in weaker local field strengths that produce
substantially higher flux levels for a given altitude (cf. Section 1.1.2).
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Figure 1.2: Omnidirectional, differential flux spectrum of inner zone protons. Peak
fluxes between 10–50 MeV are often used to define zonal center. Reproduced in toto
from [Walt , 1994, p.78].

100 keV to 3 MeV, averaging 1 MeV [Holmes-Siedle and Adams , 2002, p.20]. These

electron populations persist at altitudes from 1.2–2.4 RE, with the peak concentration

of 50-MeV protons, depicted in Figure 1.3 at about 1.5 RE, generally considered the

zonal center [Walt , 1994, p.75].

The topside ionosphere forms a lower boundary below which νn increases

significantly, leading to the removal of these particles through collisions with

atmospheric neutrals.13 But, these same neutral atoms also fuel source mechanisms as

they are continually bombarded by galactic cosmic rays (GCRs)—low isotropic fluxes

of extremely energetic (> 1 GeV) heavy ions [Holmes-Siedle and Adams , 2002, p.19]

described in detail in Section C.1.1.3—which produce secondary, outward radiation

in the form of high-energy albedo neutrons [Tascione, 1994, p.53]. Each of these

unstable neutrons, whose half-life is just 12 minutes, decays into a proton, electron,

13In the absence of such collisions, the particles are geomagnetically trapped, as described in
Section A.2.
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Figure 1.3: Omnidirectional, integrated flux of radiation-belt protons with energy
greater than 50 MeV. A cross-section in the meridional plane is obtained by using
a dipole model for geomagnetic field and the solar-minimum AP8 model for proton
flux. Reproduced in toto from [Walt , 1994, p.77].

and neutrino, with the foremost attaining the majority of the momentum. If this

spontaneous reaction occurs while the neutron is still in the plasmasphere, its by-

products are trapped in the inner zone [Walt , 1994, p.106–108]. This cosmic-ray

albedo neutron decay (CRAND) mechanism accounts for the 50-MeV proton fluxes

within 1.5 RE, whereas the source of the lower-energy protons and electrons above

1.8 RE is radial diffusion from higher altitudes during geomagnetic disturbances

[Tascione, 1994, p.54], as discussed in Section A.3. Due to the balance of these

source and loss processes, and the isolation afforded at lower altitudes, the inner zone

populations are relatively stable, with plasma processes remaining steady for periods

of weeks to months, even in the presence of solar and geomagnetic activity such as

solar flares and magnetospheric substorms [Lyons , 1979, p.142].

1.1.1.2 Outer Zone

By contrast, the particles trapped in the outer zone are very sensitive to such

disturbances, since they extend into the outer magnetosphere, occupying the region
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Figure 1.4: Omnidirectional, integrated flux of radiation-belt electrons with energy
greater than 1 MeV. A cross-section in meridional plane is obtained using a dipole
model for geomagnetic field and the solar-minimum AE8 model for electron flux.
Reproduced in toto from [Holmes-Siedle and Adams , 2002, p.20].

from 2.8 to 7 RE [Holmes-Siedle and Adams , 2002, p.18], where fractional changes

in the weaker geomagnetic field are more pronounced. For reasons described in

Section A.2.1, this outer zone field is unfavorable for proton trapping, ceding the

bulk of the particle composition in this region to electrons with energies from 100

keV to 10 MeV, averaging 1 MeV [Holmes-Siedle and Adams , 2002, p.18], and in

small part to heavy ions,14 with energies from 1–10 MeV [Walt , 1994, p.81]. As

shown in Figure 1.4, the peak in the 1-MeV electron population from 4–5 RE defines

the center of an outer zone that envelops the entire inner zone described above and is

capped with high-flux cusps near the poles known as the ‘polar horns’ [Holmes-Siedle

and Adams , 2002, p.18].

These outer zone electrons are injected from the ionosphere into the polar regions

by the Birkeland currents [Birkeland , 1908], and from the solar wind into the

magnetotail during substorms, with the latter accounting for the strong correlation

of their aforementioned variability with the 11-year solar cycle [Tascione, 1994, p.54].

14The heavy ions, whose fluxes peak around 3 RE, only occupy equatorial latitudes [Walt , 1994,
p.81].
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Regardless of their source, the electrons are ultimately accelerated from tens of keV to

much higher energies by means of Very Low Frequency (VLF) whistler-mode plasma

waves,15 through abstruse interactions that are at the heart of this research [Horne,

2002]. However, such wave-particle interactions are also capable of reducing the

electron flux levels through pitch-angle scattering described in Section A.3.3, and

this loss mechanism not only equalizes the above sources in the outer zone, but is

responsible for the formation of the slot region between 2 and 2.5 RE (cf. Figure 1.5)

[Walt , 1994, p.80]. The means by which this pitch angle scattering dominates the

loss rates in the slot region,16 particularly for higher energy electrons, also remains

unresolved at the present time [Horne, 2002].

Before addressing these wave-particle interactions at play in the dynamics of the

Van Allen belt, it is necessary to further elucidate the role of the Earth’s magnetic

field in trapping these particles in the first place.

1.1.2 The Geomagnetic Field

Although severely distorted near the magnetopause and magnetotail by the magnetic

and plasma pressure of the solar wind, as explained in Section A.1 and highlighted by

their ‘bullet’ shape at the boundary of Figure 1.6, the terrestrial magnetic field lines

in the vicinity of the radiation belts resemble those of a tilted, off-axis dipole. In total,

this field is composed of contributions from a variety of geophysical current systems,

including all of four of those discussed at the conclusion of Section A.1.2, whose

fluctuations in response to magnetospheric disturbances result in rapid, but minor,

transient variations in field strength measured on the Earth’s surface [Tascione, 1994,

p.43].17 But, the self-exciting dynamo at the Earth’s core is responsible for bulk of the

15Strictly connoted, the VLF portion of the electromagnetic spectrum covers waves whose
frequency(wavelength) is between 3–30 kHz(10–100 km). However, since its usage in this document
is restricted to describing plasma waves, the definition of VLF is expanded to include the entire
space of such waves under study, whose spectrum can stretch from 100 Hz to 1 MHz.

16When participating in VLF wave-particle interactions, a wave of given energy density has a
greater impact on the momentum of an electron than a proton, since the latter is substantially
lighter. Hence, the ‘slot’ feature is only observed in the electron population.

17Though responsible for non-trivial distortions in the field measured at the Earth’s surface, static
sources such as permanently magnetized rock and mineral deposits [Walt , 1994, p.26] are insignificant
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Figure 1.5: Equatorial, omnidirectional, integrated flux of outer zone electrons, clearly
evidencing the slot region for all energies between 2 < L < 2.5. Reproduced in toto
from [Walt , 1994, p.80].
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Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.

Figure 1.6: Simplified depiction of distortion in the Earth’s magnetic field due to the
solar wind for a noon-midnight meridional cross-section. Reproduced in toto from
[Spasojević, 2003, p.3].

field strength [Walt , 1994, p.26], and causes deviations on longer time-scales, such as:

year-to-year, or secular, variations observed for centuries; the gradual westward drift

of the magnetic poles, as well as their reversal every 105–106 years [Tascione, 1994,

p.45]; and a documented waning of the geomagnetic field that, assuming continuation

of the trend, projects its quenching in 2000–3000 years [Walt , 1994, p.25].

1.1.2.1 Dipole Model

Although these trends remain enigmatic, as the energy source feeding this core

dynamo and its likely connection to planetary rotation are still poorly understood

[Tascione, 1994, p.45], it is widely accepted that the circular convection of hot,

conducting fluids around the Earth’s core generates a self-reinforcing magnetic field

at the altitudes considered here.
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that sustains the process while simultaneously converting the underlying mechanical

energy into that stored in its field configuration. Since these circulating metallic

liquids constitute an effective current, they produce a tangential field at Earth’s

equator, B0, given classically by

B0 =
µ0I

4RE

(
a

RE

)2

ẑ (1.3)

where −ẑ is in the direction perpendicular to the loop that satisfies the right-hand

rule,18 whereas a and I are the assumed radius and amperage of this current,

respectively. This simple model allows the magnetic dipole moment, µm, to be

expressed in terms of B0 (which has been measured at approximately 30 µT [Tribble,

2003, p.12]) as

µm = IS = −4π

µ0

R3
EB0 = −4π

µ0

ME ẑ (1.4)

Contrasted with the vector quantity µm, whose magnitude µm is in units of A-m2,

ME is a scalar quantity often cited as the Earth’s magnetic moment and numerically

equal to B0R
3
E or 8.05×1015 T-m3 [Tascione, 1994, p.43].19

Deriving a complete description of the Earth’s magnetic field from µm involves

the solution of Laplace’s equation, which places a condition on the magnetic scalar

potential, ψ, namely ∇2ψ=0. Such solutions take the form of a multipole expansion

which, though vital in computer modeling, contains upwards of 48 terms, most of

which decay rapidly with geocentric distance, r, going as 1/r(n+1) for terms of higher

order n [Walt , 1994, p.29]. Thus, for the altitudes under consideration it is sufficient

to consider only the first-order, or dipole, term in the scalar potential expansion,

namely

ψ =
µ0

4π

µm · r
r3

= −ME

r2
cos θ (1.5)

18At present, the terrestrial field lines are directed toward(away from) the Earth’s surface in the
northern(southern) hemisphere, in contrast to the orientation canonically applied to the designation
of the north(south) pole of a bar magnet [Spasojević, 2003, p.3]. Thus, the direction of the tangential
field at the equator, given as +ẑ in (1.3), points northward.

19To satisfy dimensional analysis, the quantity ME, or simply M in [Tascione, 1994; Tribble,
2003] must be related to µm, called M in [Walt , 1994], by 4π/µ0, as shown in (1.4), rather than its
reciprocal, as stated in [Walt , 1994, p.30].
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where θ is defined as the angle between ẑ and the radial location of interest. Recall

that, according to Ampere’s law, under steady-state conditions and in the absence of

extrinsic currents, ∇×B = 0. Since vector identities reveal that any zero-curl field

can be expressed as the gradient of a scalar quantity, this condition implies that the

dipole field can be obtained from the approximate scalar magnetic potential in (1.5)

through [Walt , 1994, p.29]:20

B = −∇ψ (1.6)

Formulating the gradient for spherical coordinates under the assumption of azimuthal

symmetry (∂ψ/∂φ= 0) and with the relationships between ẑ, r, and θ noted above,

the components of B in (1.6) become [Tribble, 2003, p.11]:

Br = −∂ψ
∂r

= −2ME

r3
cos θ (1.7a)

Bθ = −1

r

∂ψ

∂θ
= −ME

r3
sin θ (1.7b)

B =
ME

r3

√
1 + 3 cos2 θ (1.7c)

Note that the total dipole field in (1.7c) falls off as 1/r3 for a given angle and,

at a given radius, increases when moving toward the poles, where it reaches a value

double that at the equatorial surface, 2B0, or approximately 60 µT.

1.1.2.2 Geomagnetic Coordinates

The preceding description of the geomagnetic field is relative to the ẑ-axis running

perpendicular to the plane of the dynamo currents. This dipole axis is not aligned

with the Earth’s axis of rotation, but rather is displaced by an angle of 11.3◦ and

offset about 250 miles toward the western Pacific Ocean [Tascione, 1994, p.43]. The

resulting geomagnetic poles lie near 78.5◦S–111◦E (near Vostok Station, Antarctica)

20According to Maxwell’s equations, the relation in (1.6) should be expressed as B = µ0H =
−µ0∇ψ. But, the permeability constant has already been incorporated into the definition of the
scalar magnetic potential in (1.5).
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Figure 1.7: Schematic depiction of Earth’s offset dipole field highlighting the South
Atlantic Anomaly (SAA), above which the inner radiation belt reaches its minimum
altitude (200–300 km) [Stassinopoulos and Raymond , 1988, p.1429]. Reproduced in
toto from [West et al., 1977, p.2-22].

and 78.5◦N–69◦W (near Thule, Greenland),21 giving rise to the field asymmetries

depicted in Figure 1.7 [Tascione, 1994, p.43]. Note the weaker fields in the South

Atlantic, as referenced in Section A.2.2.2 and Footnote 12 in conjunction with the

lower altitudes to which radiation-belt fluxes extend above that region.

Since forthcoming analyses of wave behavior, radiation exposure, and antenna

impedance exhibit high sensitivity to locality within this oblique magnetic field, it is

convenient to introduce a coordinate system that is relative to its field lines, rather

than Earth’s geographic directions. In a meridional plane, each field line is described

by the slope of the dipole field at the corresponding location, given by the ratio of

(1.7b) to (1.7a) as
Bθ

Br

=
r∂θ

∂r
=

tan θ

2
(1.8)

21The geomagnetic poles should not be confused with the Earth’s true magnetic poles. The
former represent where the field lines would be orthogonal to the Earth’s surface for the simplified
dipole model in use here, and therefore are antipodal; the latter mark where the field lines are
actually orthogonal to the surface and, given the nonidealities discussed previously, are not antipodal
[Tascione, 1994, p.47].
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θ

λ

r

LRE
Earth

Field line

Figure 1.8: Geomagnetic coordinate system for dipole field model. Any point r can
be equivalently parameterized by B and θ (using (1.7c)) or L and θ (using (1.9)).
After [Walt , 1994, p.29].

Integrating both sides of (1.8) parameterizes the field line definition as [Tribble, 2003,

p.12]:

r = LRE sin2 θ (1.9)

where the L parameter corresponds to the geocentric distance at which the field line

crosses the dipole equator. Thus, the coordinate system for the offset, titled dipole

model of the scalar potential has been reduced to simply (1.7c) and (1.9), which

employ the parameters B and L, respectively, to describe a field strength and a field

line trajectory at each point in space. In some cases, it also proves useful to refer

to locations relative to the current-loop plane of this model, where the B reaches

B0, its minimum field strength on each field line, known as the geomagnetic equator,

and to the angle θ, which is measured eastward from the geomagnetic north pole

and known as the geomagnetic (or invariant) colatitude.22 The relationships between

these geomagnetic coordinates are summarized in Figure 1.8.

22Geomagnetic colatitude, θ, and latitude, λ, are related through 90◦−θ = λ, with the former
measured eastward from the dipole axis and the latter northward from the equator.
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1.1.3 Plasma Waves

Though loosely defined, the term plasma wave is commonly “used to denote all waves

which are generated in a plasma or which have their characteristics significantly

modified by the presence of the plasma” [Shawhan, 1979, p.213]. The bandwidth

and spectral density of the electric and magnetic fields associated with the most

prevalent magnetospheric plasma waves are depicted in the cartoons of Figure 1.9

and Figure 1.10, respectively.23 In addition to these properties, the categorization

of these wave phenomena naturally incorporates: the direction of their wave vector

relative to the Earth’s magnetic field, with the wave normal angle, θk, and the parallel

and perpendicular components of the wave vector,24 k‖ and k⊥, being analogous to

their particle velocity counterparts, αυ, υ‖, and υ⊥; their polarization, which defines

the ratios of the various wave components, including the rotational sense of the wave

electric field perceived by a receiver as either right-handed (clockwise) or left-handed

(counter-clockwise);25 and, the orientation of the electromagnetic oscillations relative

to k, either transverse (perpendicular to k) or longitudinal (parallel to k).

23Since the quantities plotted in Figures 1.9 and 1.10 are simply the squared strengths of the
underlying wave fields, they are spectral densities not power spectral densities (PSD); obtaining the
latter from the former requires multiplication by a constant factor. Since, electrical engineers are
most comfortable expressing PSD in normalized units of V2/Hz rather than true units (e.g., W/Hz)
those factors are L2

eff and υ2
pL

2
eff , respectively, for the pertinent case of a plane wave incident upon

an antenna of effective length, Leff (cf. Section 3.1.1.1).
24In the context of the electromagnetic plane waves under consideration, the wave vector

symbolized by k is at all times orthogonal to uniform phase fronts of the wave (and, thus is in
the same direction as the wave phase velocity described in Section 1.1.3.2) with magnitude equal to
the angular wavenumber k=2π/λ.

25By convention, in a magnetized plasma the receiver is always located at the terminus of the
ambient field line, not that of the wave trajectory. In this way, the wave polarization is relative to
B but independent of the direction of propagation along it, just as is the case for gyrating particles
[Tsurutani and Lakhina, 1997, p.495]. But, confusion arises because looking from the field line
terminus rather than its origin violates the ‘right-hand rule’ that is applied to particle motion and
dictates that, with one’s thumb in the direction of B, a right-handed wave vector rotation is counter -
clockwise. Thus, the handedness of particle gyration(wave polarization) is obtained by curling one’s
fingers in the direction of rotation of the position(electric field) vector such that the thumb points
parallel(anti-parallel) to B.
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Figure 1.9: Electric field spectral density of representative plasma wave phenomena.
Reproduced in toto from [Gurnett , 1998, p.123].

Figure 1.10: Magnetic field spectral density of representative plasma wave phenomena
(1 γ = 1 nT). Reproduced in toto from [Gurnett , 1998, p.123].
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1.1.3.1 Theories and Models

As noted when defined, ωpe represents the maximum rate which the plasma can

behave collectively in response to perturbations—oscillations at ω > ωpe behave as

though in free space and, without time for the internal fields associated with the

plasma constituents to be established, these constituents respond to the imposed fields

according to single-particle motion such as that analyzed in Section A.2.1 [Shawhan,

1979, p.213]. However, for ω < ωpe, forcing fields can, under certain conditions,

propagate in the plasma subject to the influences of its collective behavior. To

assess these effects on wave properties such as velocity, amplitude, and polarization,

and to determine the requirements for propagation, it is necessary, for each plasma

constituency x, to consider the entire population using a distribution function

fx(r, v, t). This distribution function completely describes the volumetric density

of the species in six-dimensional phase space,26 any infinitesimal element of which,

d3r d3v, is known to be incompressible as it moves along a dynamic phase space

trajectory (Liouville’s theorem) [Schulz and Lanzerotti , 1974, p.14–16]. In other

words, from the perspective of a representative particle moving through this space,

the density in its immediate vicinity appears constant in time [Bittencourt , 1995,

p.131].27 This conservation is formally stated by the Vlasov equation, equivalently

26Since field effects should appear in the description of the waves, not the particles, it is convenient
to transform fx from the six-dimensional phase space of Section A.2.1, based on canonical momentum
(p) and its conjugate position (q), to non-canonical coordinates of kinetic momentum (mυ) and
position (r) that eliminate A. It can be shown that this transformation, given by the set of equations
(A.15) and q=r, has unit Jacobian so that, when restricted to the non-relativistic case, f(q,p, t)=
f(r,v, t) [Schulz and Lanzerotti , 1974, p.15]

27This statement of Liouville’s theorem, and the successive derivations, presume collisional terms
can be neglected. Although not true for all wave domains, this formulation holds for those under
consideration and is preferred for its clarity since techniques for incorporating short-range collisions
through diffusive models [Bittencourt , 1995, p.589] are beyond the scope of this work.
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expressed as:

Dfx
Dt

= 0 (1.10a)

∂fx
∂t

+ υ ·∇rfx + a ·∇υfx = 0 (1.10b)

∂fx
∂t

+ υ ·∇rfx +
Qx

mx

[E + υ ×B] ·∇υfx = 0 (1.10c)

where the total derivative in phase space, often termed the ’convective’ derivative

D/Dt [Bortnik , 2004, p.24], accounts for changes in the local plasma parameters

even when ∂fx/∂t = 0, due to motion of the the local volume element along its

six gradients. Note that this equation explicitly accounts for the effects of both

the externally applied wave fields and internal fields resulting from the motion of the

particles themselves, jointly subsumed into the self-consistent E and B fields, thereby

handling long-range Coulomb interactions [Bittencourt , 1995, p.136].

When coupled with Maxwell’s equations for these fields, the Vlasov (or Boltz-

mann) equation yields a complete description of the plasma wave behavior under

kinetic theory. However, for the purposes of wave classification it is neither necessary

nor straightforward to solve for the complete particle distribution at each point in time

and space. Instead, it is sufficient to invoke a simplified model which treats the plasma

as a fluid characterized by macroscopic properties that are related to the velocity

moments of the distribution.28 Corresponding moments of the Vlasov equation,

known as transport equations, then define the relationships which govern these

velocity-averaged properties, according to Table 1.1 [Bittencourt , 1995, p.157,195–

209]. Since each higher moment introduces a new macroscopic quantity, it is not

possible to solve the system of equations in Table 1.1 without truncating the hierarchy

and introducing an approximate, physically based definition for the highest remaining

28For example, the average fluid velocity, ux, is related to the first moment of fx through

ux(r, t) =
1

Nx(r, t)

∫
υ

υfx(r,υ, t) d3υ

The corresponding transport equation, known as the momentum equation, results from multiplying
both sides of (1.10) by υ and performing the same integral over all of velocity space [Bittencourt ,
1995, p.142].
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moment of fx. Coupled with the necessary subset of Maxwell’s equations and the

transport equations, this simplified moment definition, or closure relation, yields

a complete set of hydrodynamic equations that can be solved for the macroscopic

plasma parameters and self-consistent fields. The description of plasma waves has

been apportioned into the following subsections according to the closure relation that

is necessary to arrive at the corresponding solutions.

In the plasmasphere, and thus much of the radiation belts, it is sufficient to use

the closure relation for the ‘cold’ plasma model,29 in which fx(r,v, t)=δ(v−u(r, t)),

and therefore Px→0. This assumption is tantamount to assuming Te =Ti =0, thereby

condensing the distribution of thermal velocities for each species into a delta function

and arriving at a so-called magnetionic formulation that governs the electromagnetic

waves to be discussed in Section 1.1.3.2 [Bittencourt , 1995, p.210].

However, for the propagating electrostatic modes of Section 1.1.3.3 to exist, it is

necessary to account for finite particle temperatures by using a ‘warm’ plasma model

that incorporates all three transport equations from Table 1.1, along with a closure

relation that assumes no thermal conductivity or viscosity (Qx→0) and isotropic

pressure (∇ · Px→∇Px) [Bittencourt , 1995, p.212]. This assumption reduces the

conservation of energy equation to the adiabatic energy equation of thermodynamics30

Px (mxNx)
−γa = constant (1.11)

which is why this warm plasma model is often termed the adiabatic approximation.

Finally, if the populations of all the plasma species are considered as a whole,

that is f =
∑
fx, the resulting conducting fluid reveals unique wave behavior in

29Recall that the density of hot particles in the radiation belts is quite low, representing an “alien
population” [Ratcliffe et al., 1960, p.554] interspersed in an otherwise cold plasmaspheric plasma. It
is this latter, described in Section A.1.2, that governs wave behavior [Bortnik , 2004, p.44] and can
be treated mathematically as cold since, for 2<L<3, the background plasma exhibits Te'2000 K
[Chevalier , 2007, p.20].

30In contrast to its use in Section A.2.2, here the term adiabatic inherits its meaning from
thermodynamics, wherein it describes a process which changes the pressure or volume of a fluid
without any heat transfer. In that case, the product of its pressure (P ) and volume (V) is constant
according to PVγa =constant, where the adiabatic index, γa, is related to the number of molecular
degrees of freedom (for a plasma composed of monoatomic ions, its value is 5/3).



1.1. SPACE PLASMA SCIENCE 23

cases where time variations are slow or collisions are dominant, and the net plasma is

suprathermal, or nearly cold [Bittencourt , 1995, p.234–235]. Such conditions, wherein

the first two transport equations can be closed through (1.11) because slow time

scales and/or collisions permit f to reach a Maxwellian equilibrium [Bittencourt , 1995,

p.209], beget the magnetohydrodynamic (MHD) waves enumerated in Section 1.1.3.4.

1.1.3.2 Electromagnetic Waves

Under the magnetoionic closure relation, there exist a broad set of solutions to

the wave equation that can propagate as electromagnetic plane waves depending

upon the wave normal angle. In general, waves with θk near 0◦(90◦) tend to

be circularly(linearly) polarized, with their magnetic(electric) field carrying the

majority of the energy [Shawhan, 1979, p.224]. For the extreme cases of parallel

(θk = 0◦) and perpendicular (θk = 90◦) propagation, into which any oblique wave

can be decomposed, Figure 1.11 categorizes the allowable electromagnetic (and,

parenthetically, electrostatic) modes for all the waves of Figure 1.9 in terms of their

refractive index. Represented by nυ, where31 [Shawhan, 1979, p.224]

nυ =
c

υp

=
ck

ω
(1.12)

the refractive index indirectly measures phase velocity—the propagation speed for

any phase of the wave at a particular frequency ω and k, given by υp =ω/k.32

In free space, nυ = 1, but a magnetized plasma is a dispersive medium, in which

the dependence of nυ on ω can be complicated, so that waves at different frequencies

may travel at different phase and group velocities, sometimes exhibiting maxima or

minima as a function of frequency. For a white tone in the audio bandwidth, this

dispersion of the frequency components in the wave packet causes distant receivers to

hear a ‘whistling’ tone. Of particular relevance to this work are the right-hand(left-

hand) circularly polarized modes permitted below the electron(ion) gyrofrequency in

31As usual, c represents the vacuum speed of light (∼3×108 m/s).
32Phase velocity is traditionally contrasted with group velocity—the rate at which the wave

amplitude or envelope, and thus its information content, propagates through space as given by
υg =∂ω/∂k.
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Figure 1.11: Refractive index versus frequency for parallel and perpendicular plasma
wave modes. Polarity denoted by L (left-hand), R (right-hand), O (ordinary), and
X (extraordinary). Electrostatic modes in parentheses. Reproduced in toto from
[Shawhan, 1979, p.225].

Figure 1.11 that are subject to such dispersion and known as electron(ion) whistlers.33

Their significance derives both from Figure 1.12, which maps the waves of Figure 1.9

and Figure 1.10 to their regions of most probable observation in the magnetosphere,

depicting that whistler-mode waves are indigenous to the radiation belts and occur

predominantly within the plasmasphere, as well as from their role in the cyclotron

resonant wave-particle interactions described in Section A.3.3: these slow waves,

propagating at speeds of order 0.01c to 0.1c can significantly interact with energetic

33Although there are many classes of whistler-mode wave phenomena in the plasmasphere,
stemming from both natural (chorus, hiss) and man-made (VLF transmitters, power-line harmonic
radiation) sources, lightening generated electron whistlers represent a particularly important class.
For a thorough treatment of their historic discovery and geophysical significance, consult [Helliwell ,
1965].
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Figure 1.12: Magnetospheric regions home to the menagerie of plasma waves. Amidst
the various locales of wave predominance revealed in a noon-night meridional cross-
section, the plasmasphere (PS) is home to those of particular import for the radiation-
belt study in work. Reproduced in toto from [Shawhan, 1979, p.216].

electrons.

1.1.3.3 Electrostatic Waves

Even an unmagnetized, cold plasma is subject to natural oscillations at the plasma

frequency given in (1.2). Since this expression for ωpe is independent of k, these

oscillations exhibit zero group velocity and do not propagate (cf. Footnote 32).

However, when invoking the warm plasma model to account for finite electron and

ion temperatures, such natural resonances, near ωp and ωc of both species, give

rise to perpendicularly propagating modes whose magnetic field is so small as to

be essentially undetectable [Shawhan, 1979, p.217–226].

Since this set of electrostatic waves, including bow shock plasma oscillations and a
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subset of electron cyclotron waves, can only be observed by an electric field antenna,

and since there exists no dual wave class possessing only a component perceptible by a

magnetometers, the former sensor offers a significantly more complete representation

of the plasmaspheric wave environment [Laaspere et al., 1969, p.148]. In addition, a

low-noise amplifier designed to interface with an electric field antenna inherently

possesses the requisite impedance to also receive signals from the preamplifier

integrated into most magnetometer assemblies; the reverse is not true for the

magnetometer preamplifier itself. For these reasons, the analog front-end at the heart

of this effort has been tailored for use with a dipole antenna.34

1.1.3.4 Magnetohydrodynamic Waves

MHD waves are very low frequency, dispersionless waves that are akin to free-

space sound waves,35 but travel in a magnetized, conducting fluid in which the

corresponding adiabatic ‘sound’ speed is given by the Alfvén velocity:

υA =
B√

µ0Nimi

(1.13)

In the ideal MHD formulation, the plasma is treated as a perfectly conducting fluid

(cf. the formulation of the solar wind in Section A.1.1.1), so that the static magnetic

field lines are ‘frozen-in’ and therefore placed under stress when the fluid is compressed

perpendicular to B.36 Such motion gives rise to two circularly polarized wave modes

with different k vectors and phase velocities υp.

When k ⊥ B, the wave is longitudinal but it produces both a magnetic field

parallel to B and an electric field perpendicular to both k and B. This magnetosonic

or magnetoacoustic wave is thus longitudinal in terms of the fluid motion, but

34The preference for a dipole over other flavors of electric field antenna is justified in Section B.1.2.
35Just as waves with ω > ωpe behave like electromagnetic waves free space, unaffected by the

surrounding plasma medium, MHD waves resemble standard sound waves, with the analogy exact
only when they are longitudinally propagating parallel to the ambient magnetic field.

36As noted in Section A.2.1.3, motion parallel to the magnetic field for a conducting fluid is
unaffected by the Lorentz force, so a standard longitudinal sound wave can propagate with k ‖ B at
the speed of sound, υS =γakT/m. But, supporting neither an electric nor magnetic field component,
such a wave is not relevant here.
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electromagnetically transverse. Due to the stronger restoring forces, and thus greater

total pressure, that result from the combination of the kinetic fluid pressure and the

compression of the frozen-in field lines, it travels faster than the adiabatic speed, with

υp =
√
υ2

S + υ2
A, and is known as the compressional or fast Alfvén wave [14:382].

By contrast, if k ‖ B, the wave is transverse and, without the fluid pressure, the

lines of force are only restored as a result of their magnetic tension.37 This condition

results in a much slower phase velocity of υA along the field line and gives rise to

the sheer mode or slow Alfvén wave [Bittencourt , 1995, p.384]. It can be shown that

the left-hand(right-hand) polarized sheer(compressional) Alfvén wave is simply the

low-frequency limit of the ion(electron) cyclotron whistler mode under the ideal MHD

model [Tsurutani and Lakhina, 1997, p.495].

Magnetohydrodynamic, or simply hydromagnetic, waves that are responsible for

the ‘micro-pulsations’ of the geomagnetic field are believed to arise through wave-

particle interactions, magnetospheric convection, and drift instabilities [Lanzerotti

and Southwood , 1979, p.115]. However, they are not considered in this research since

their low frequencies, typically in or below the extremely low frequency (ELF) range

(3–30 Hz), render them difficult to decouple from satellite spin rates on the same

order.38

Instead, to investigate wave-particle interactions for both the electromagnetic and

electrostatic waves defined above, it is typically necessary to measure the electric field

components of the waves highlighted in Figure 1.13. The next section introduces the

instrumentation required for such measurements.

37The classical analogy for this mode is to consider the field lines as strings under tension, with
the plasma particles acting as an attached load mass under the ‘frozen-in’ condition. A transverse
disturbance then propagates down the string as a vibration whose frequency is proportional to the
square-root of the tension-to-mass ratio [Bittencourt , 1995, p.376].

38Furthermore, MHD waves and micro-pulsations are disregarded because they are invisible
to the hot particle populations of the radiation belts in terms of the resonant interactions of
Section A.3. For an excellent review of the early observations, magnetospheric conditions, and
theoretical underpinnings of these phenomena, the reader is directed to [Lanzerotti and Southwood ,
1979].
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Figure 1.13: Signal space to be acquired by target receiver. The blue(green)
lines emphasize the 1-MHz(90-dB) extent in bandwidth(power) spanned by signals
of interest, which dictates aggressive specifications for SVEPRE. Modified from
[Gurnett , 1998, p.123].

1.2 Space Plasma Instrumentation

As noted at the outset of this chapter, a thorough understanding of the intricacies

that underlie magnetospheric wave-particle interactions can only be derived through

simultaneous and precise measurements of both principal parties; namely, the wave

packets and particle distributions at any, and preferably more than one, point in

space [Gurnett et al., 1978, p.226]. Although technologies for energetic particle

detectors that measure the charged particle fluxes, also known as plasma analyzers,

have exhibited remarkable advancement over the last half century, such instruments

are subject to fundamental trade-offs, imposed by their physical dimensions, that

limit their versatility [Young , 1998]. In particular, their sensitivity, as defined

by the geometric factor, is a product of the sensor area and acceptance angle.

Improving sensitivity by increasing the former(latter) produces a corresponding

increase(decrease) in the detector’s overall volume/weight(angular discrimination),
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constraining the size, orbit, and attitude of spacecraft upon which it can be deployed

[Walt , 1994, p.69].

Therefore, in an effort to develop advanced satellite sensor technology with

the broadest possible applicability in terms of both scientific scope and mission

compatibility, the research in question is aimed at improving the performance and

flight worthiness of instrumentation for detecting waves, known as plasma wave

receivers,39 rather than particles.40 The remainder of this document concentrates only

on plasma wave receivers for use with sensors that can detect the wave electric field

components depicted in Figure 1.13. In addition to allowing for the detection of both

electromagnetic and electrostatic modes (cf. Section 1.1.3.3), and accommodating

a preamplifier that can interface with search coil magnetometers as well as dipole

antennae (cf. Section 3.1.4), the choice to sense the wave electric field component

rather than its magnetic counterpart is justified by eased sensitivity demands [Gurnett

et al., 2004, p.416].41

For plane waves with electric(magnetic) field strengths given by e(b), such as

those propagating in the whistler-mode germane to the wave-particle interactions of

39Although ground-based observations of plasma wave phenomena predate the space era, and
although their hardware can cover the same bandwidth and dynamic range as Figure 1.13, for the
purposes of this dissertation such terrestrial receivers are considered distinct from those which can
measure the waves in situ, with the term plasma wave receiver applying only to the latter to signify
that since such waves can only exist in a plasma, the sensing of their effects below the ionosphere
must be, by definition, indirect.

40For a review of the state-of-the-art in particle detectors at the turn of the millennium,
as well as an overview of the technological progression for each of the canonical architectures,
including Langmuir probes, retarding-potential analyzers, and spectrometers, [Pfaff et al., 1998]
is recommended for the reader’s consideration.

41Although not addressed in detail here, sensors capable of measuring the strength (scalar)
and/or direction (vector) of both DC and AC magnetic fields are known as magnetometers and
have a long history in space. This lineage and the variety of canonical architectures, including
quantum (precession, Overhauser, vapor, etc.), fluxgate, and search coil magnetometers, are expertly
summarized by [Primdahl , 1998] and [Snare, 1998], for scalar and vector types, respectively. Though
magnetometers were originally used only to measure the geomagnetic DC field, it is common for
modern satellites to employ plasma wave receivers whose inputs can be driven by either dipole
antennas or AC magnetometers. Recent progress toward versions of the latter that employ novel,
integrated architectures [Goldstein, 1998] promise size and mass reductions akin to those achieved
by the analog receiver electronics described herein. Such magnetometers are suitable as alternative
inputs to the electric-field dipoles employed by the nominal design.
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Section A.3, it can be shown that [Walt , 1994, p.120]:

e

b
= υp (1.14)

So, even in the slowly-traveling whistler-mode, where n≥10, e is at least seven orders

of magnitude larger than b, enabling electric field instrumentation to cover the full

nine orders of magnitude (90 dB) in power spectral density spanned by the waves of

Figure 1.13 without the smallest signals falling into its noise. Note that these waves

also extend over a broad range in frequency, covering four decades from 100 Hz to 1

MHz over which the receiver must maintain this sensitivity without distortion.

1.2.1 Plasma Wave Receivers

Produced by a typical plasma wave receiver—the Plasma Wave Instrument (PWI)

aboard the Polar satellite [Gurnett et al., 1995], whose auroral mission places it on

an orbit through the radiation belts of interest— the spectrogram in Figure 1.14 is

representative of the data format used to study plasma wave electric fields in general

and, specifically, their interactions with Van Allen belt particles.42 In addition to the

spread in the bandwidth and intensity of these waves in accordance with Figure 1.13,

this spectrogram, also known as an f -t diagram, emphasizes a third dimension of

fluctuation—their variation in time. As is evident in the five-second interval magnified

42Standard terminology delineates measurements of the static electric field in a plasma from those
of existent wave phenomena by designating instruments addressing the former, such as Langmuir
probes, as DC receivers and the latter as wave receivers. Since DC (and even ELF fields) are not
under consideration here, it henceforth suffices to simply omit the wave modifier and instead refer
to the electric field and its receiver, as needed, without ambiguity.

Incidentally, a key distinction between DC and wave receivers, namely the AC-coupling of the
latter to the electric-field antenna, indurates wave receivers against modulation effects below 10 Hz
caused by the rotation of the spacecraft, including: saturation by the spin-induced Doppler-shifting
of the relatively large DC electric field [Jones, 1978, p.331] and low-frequency noise [Scarf et al.,
1968, p.6672]; sun-oriented spin modulation that results from beating between the spin and sampling
frequencies [Scarf et al., 1971, p.500]; and low-frequency radiated interference at the spin frequency
and its higher harmonics caused by supply voltage fluctuations as each solar panel group rotates
in and out of shadow [Gurnett et al., 1978; Matsumoto et al., 1994, p.230,p.73]. For DC-coupled
receivers, which are subject to such phenomena, resolution in excess of 14 bits [Maynard et al., 1981]
and signal processing techniques [Scarf et al., 1971, p.500–501] are typically invoked to extract the
desired signals.
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on the left, these wave exhibit discrete temporal structure,43 and often both high- and

low-power phenomena are present simultaneously. Amongst the transient behaviors

central to interpretation of the underlying phenomena are onset delay, onset duration,

and recovery, each with a characteristic time constant [Johnson et al., 1999].

Of course, an ideal plasma wave receiver possesses excellent resolution in frequency,

power, and time over the full bandwidth and dynamic range of Figure 1.13.44 But, due

to the limitations of their digital back-ends, namely low telemetry rates and limited

amounts of on-board data storage, traditional receivers such as PWI are not capable

of capturing all of this information simultaneously. Instead, the spectrogram and the

enlarged inset in Figure 1.13 are actually produced by two separate receivers within

the instrument: one which has high dynamic range and bandwidth, but poor time

resolution; the other which has much better time resolution, but only over a narrow

bandwidth and power range.

This strategy, of providing “several different types of receivers, each of which

has certain advantages, in time and frequency resolution,” [Gurnett et al., 1995,

p.602] rather than a single, all-purpose receiver, consumes more of valuable spacecraft

resources such as power and mass, reflecting a time when satellites could readily

provide such support but were severely constrained in terms of data storage and

transmission. As a result, legacy receivers employ a variety of front-end architectures

aimed at reducing the total data volume by partitioning the space of Figure 1.13

into a series of smaller segments and only capturing them one at a time. For nearly

all plasma wave receivers, as detailed next, these analog front-ends can be classified

into three categories, based upon which dimensional partition(s) (frequency, power,

43The term impulsive is often used in the study of ELF/VLF plasma waves to denote features
of especially short duration. However, this brevity, on the order of at least a few microseconds, is
only relative to the long time-scales over which such waves evolve. So, this term is eschewed here to
avoid confusion with the mathematical notion of an impulse.

44The terms bandwidth and dynamic range are blatantly overloaded in this document. As general
descriptors, they refer to the full extent(operating range) of the signals(circuit) in question along
the dimensions of frequency and power, respectively; put another way, they describe the frequency
span or power range of interest. As formal metrics, each can also refer to a fraction of the total
span; for example, bandwidth may describe a subset with some minimum gain, as in the −3-dB
bandwidth, whereas the dynamic range may pertain only to a linear operating regime, as in the 90-
dB spurious-free dynamic range. To distinguish the latter usage from the former, explicit variables,
such as f−3dB and SFDR100kHz, are defined and employed in pertinent discussions.
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or time) receives the highest priority.45

Table 1.2 summarizes the relevant properties of both US and foreign satellites

flown since 1959 whose payload contains one or more plasma wave receivers.46 In

tracking the historical advancement of these receivers, several entries merit specific

recognition. Vanguard 3 offered the first satellite-based measurements of naturally

occurring VLF whistlers waves in 1961 [Gurnett and O’Brien, 1964, p.69],47 using a

magnetometer. Shortly thereafter, in 1962, Alouette 1 carried the first broadband

VLF receiver fed by an electric dipole antenna [Laaspere et al., 1969, p.141]. Not

only did its data, along with that from the complementary air-core loop magnetic

field receiver of Injun 3 in the same year [Gurnett and O’Brien, 1964, p.84], form

the seminal observations which spawned the modern study of magnetospheric wave-

particle interactions [Singh and Singh, 1998, p.20727], but its hardware, a wideband

receiver for electric field measurements, is the predecessor of the system advanced

here (cf. Section 1.2.2).

45This tripartite classification system is adopted from [Gurnett , 1998], though some authors
employ slightly different divisions and/or vocabulary.

46Although it comprises all such satellites for which sufficiently detailed reports on plasma wave
instrumentation are both published and readily available, this table is indicative, not exhaustive.
Among those spacecraft known to carry such receivers, the following have been omitted due to a
lack of accessible documentation: LOFTI 1, PROGNOZ series, SCATHA (P78-2), Intercosmos 18,
Intercosmos 24, Mars-96.

47In the same year, though slightly earlier, LOFTI 1 (not tabulated) made the first measurements
of magnetospheric VLF waves by sensing the emissions from ground-based naval transmitters
[Scarabucci , 1970, p.69]; Vanguard 3 measured the first naturally occurring VLF wave phenomena.
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1.2.1.1 Sweep Frequency Receiver (SFR)

Though it is not the inaugural class chronologically, the sweep frequency receiver

(SFR) whose front-end is depicted in Figure 1.16 is considered first.48 It uses a

super heterodyne architecture such that, at any point in time, it can examine only

a narrow window of frequencies, represented by the red-shaded box in Figure 1.15,

which it then sweeps across the entire horizontal axis (dotted boxes). For the subset

of satellites in Table 1.2 which feature SFRs, the sweep ranges, step sizes, cycle times,

dynamic range, and other properties, as well as the experiment(s) with which they

are associated, are summarized in Table B.4.

As implied by the rectifier and filter to the end of the signal path in Figure 1.16,

the vast majority of these SFRs construct a complete spectrum by measuring the

root-mean-square (RMS) average power of the signal within a resolution bandwidth,

or RBW, (typically, 2–5000 Hz) centered on each of 4–256 frequency steps within

each of their 1–6 bandwidth divisions.49 The coarseness of these steps and the

lengthy cycle times (0.5–64 s/spectrum) prevent the discrimination(acquisition) of

simultaneous phenomena that are very closely(broadly) spaced in frequency, including

the harmonics of non-linear emissions and power line radiation, not to mention burst

phenomena whose duration is a less than one sweep cycle.50

Furthermore, with only 8-bit digital resolution in most cases, these SFRs cannot

inherently process signals throughout the full power range. One approach to

overcoming this limitation, depicted in Figure 1.16, precedes the rectifier and back-

end analog-to-digital converter (ADC) (not pictured) with a variable gain amplifier

(VGA), thereby allowing the acquisition window to be vertically aligned with the

48In the last twenty years, superheterodyne stages featuring one or two non-zero intermediate
frequencies have encroached upon the formerly exclusive domain of such homodyne or direct-
conversion architectures (e.g., [Bougeret et al., 2008, p.507]). Nevertheless, the single-stage
heterodyne performed in Figure 1.16 sufficiently captures the relevant design trade-offs of this
architecture.

49Those SFRs in Table B.4 which output the full wave, rather than just its RMS amplitude,
embody an architecture more consistent with a heterodyned wideband receiver (cf. Figure 1.20(a))
and thus are addressed in Section 1.2.1.3.

50Additionally, in some architectures, data from each of the bandwidth divisions are sampled
sequentially, rather than simultaneously, further eroding the achievable temporal resolution for the
entire frequency range.
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Figure 1.15: Partitioning of target signal space by SFR architecture. Only signals
within the dark red box are measured at the depicted point in time; subsequently, the
segments within the dashed boxes are acquired in the temporal sequence indicated
by the arrow. Modified from [Gurnett , 1998, p.123].

NB Filter

LNA

LO

Mixer

VGA
From

antenna
To 

back-end

Figure 1.16: Sweep frequency receiver front-end architecture. The frequency of the
local oscillator (LO) is tuned so as to translate the desired signal into the bandwidth
of the fixed, narrow-bandwidth (NB) filter. The role of the optional variable-gain
amplifier (VGA) is described in the main text.
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signals of interest during each sweep step, as limned by the progression indicated by

the arrow in Figure 1.15. In lieu of this variable gain, or simply to reduce the number

of gain steps it requires, it is common for the amplifier to perform a piecewise, quasi-

logarithmic compression [Gurnett et al., 2004, 1995, p.615–616,p.444–445]. Thus,

while the total dynamic range (DRT) can approach or even exceed the 90-dB target,

the instantaneous dynamic range (DRI) is limited to that at a single gain setting,

typically less than 70 dB, with a resolution set by the logarithmic compressor at

approximately 0.375 dB per least-significant bit (LSB), even for 8-bit systems that

quote 100-dB DRI [Bougeret et al., 1995, p.245].

The spectrogram to the right of Figure 1.14, which appears continuous in

all dimensions, is actually stitched together from a series of such time-sequenced

windows, each obtained by the PWI SFR at a particular frequency step and gain

setting.

1.2.1.2 Multichannel Spectrum Analyzer (MSA)

To improve the time resolution, a second and, as evidenced by the number of entries in

Table B.5, more popular approach, the multichannel spectrum analyzer (MSA) whose

front-end block diagram is depicted in Figure 1.18, requires much more hardware,

but is capable of capturing several wide frequency windows simultaneously,51 as

represented by the red-shaded boxes in Figure 1.17. By processing the input signal(s)

through multiple (usually, 4–32) parallel filtering paths, each of which extracts a

particular subset of the spectrum, then amplifies, compresses, rectifies, and averages

this signal analogously to the SFR path,52 this architecture produces a coarsely

51Of the three front-end architectures identified here and in [Gurnett , 1998], the MSA exhibits
the most diverse set of aliases. Although the term spectrum analyzer predominates today, earlier
literature alternatively refers to this architecture as a filter bank [S-300 Experimenters, 1979] or,
more unfortunately, a step-frequency receiver [Gurnett et al., 1969]. Despite its lingual similarities,
the latter describes an architecture fundamentally distinct from the sweep frequency receiver of
Section 1.2.1.1.

52Some MSAs and SFRs feature a variation of this signal conditioning which extracts the mean and
maximum value of the signal over a each sample interval, rather than its average power. Other than
suppressing or accentuating large transient phenomena, respectively, these variations only affect
the interpretation of the data; the above arguments concerning the instrument trade-offs remain
applicable.
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Figure 1.17: Partitioning of target signal space by MSA architecture. Only signals
within the dark red box are measured at the depicted point in time; subsequently, the
segments within the dashed boxes are acquired in the temporal sequence indicated
by the arrow. Modified from [Gurnett , 1998, p.123].
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Figure 1.18: Multichannel spectrum analyzer front-end architecture. On occasion,
rectifier and filter are replaced with peak/nadir detectors or omitted altogether.
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sampled column of the ideal spectrogram at each time step. The extent to which

all paths, or bands, are sampled simultaneously is a function of the hardware and

data budget, which jointly limit the number of ADCs available. Thus, either a single

ADC is commutated between paths [Scarf and Gurnett , 1977, p.302], acquiring all the

band samples for a given time-step in a round-robin fashion, or each band is sampled

by a dedicated ADC, but at the same effective, and thus slow, rate (typically, < 1

kS/s) [Gurnett et al., 1978, p.228].

Naturally, increasing the frequency resolution of an MSA directly translates into

additional hardware costs (mass, volume, power, etc.), so in practice the ability to

observe the entire frequency range with good time resolution comes at the cost of

frequency resolution. Hence, as portrayed by the gaps between the windows of

Figure 1.17, some frequencies are ignored altogether. Furthermore, the MSA is subject

to the same dynamic range limitations as the SFR, so it still requires a VGA and/or

logarithmic compressor [Gurnett et al., 1995, p.615–616].

1.2.1.3 Wideband Receiver

Both of the above analog front-end architectures yield low data-rate approximations

to the wave spectrum. But, in so doing, the SFR(MSA) intrinsically, irreversibly, and

a priori emphasizes frequency resolution, ∆ω(time resolution, ∆t) over ∆t(∆ω) in

the inescapable ∆ω∆t' 1 trade-off imposed by the uncertainty principle of Fourier

transforms [Bracewell , 1986, p.160]. A more flexible solution would allow the scientist

to alternately weight the two factors based upon the principal phenomena of interest.

In the ideal limit, this evaluation consists of digitizing the time-domain waveform with

high resolution at the time of acquisition and allowing the choice of Fourier transform

parameters during the computation of the spectrogram itself, to be deferred until data

analysis is performed on the ground [Gurnett , 1998; Gurnett et al., 1997, p.195,133].

The wideband receiver (WBR) architecture represents a shift toward this idealized

paradigm, wherein a fraction of the overall bandwidth consistent with the limitations

of the Nyquist sampling theorem [Nyquist , 1928; Shannon, 1949] is extracted from the

antenna by means of a wideband filter, to prevent aliasing artifacts [Oppenheim et al.,

1999, p.142–149], and the result sampled at the corresponding rate. Captured in the
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Figure 1.19: Partitioning of target signal space by WBR architecture. Only signals
within the dark red box are measured at the depicted point in time; subsequently, the
segments within the dashed boxes are acquired in the temporal sequence indicated
by the arrow. Modified from [Gurnett , 1998, p.123].

front-end block diagrams of Figure 1.20, this procedure, when followed by spectral

post-processing, permits the examination of a much wider range in either frequency

or power than afforded by the SFR or MSA front-ends.

However, as indicated by the extent of the red-shaded box in Figure 1.19, the

WBR coverage in frequency(power) remains incomplete as a result of constraints on

the speed(resolution) of the digitization process. Specifically, modest telemetry rates

for magnetospheric satellite orbits, measured in bits/second (bps) and symbolized by

Υt (cf. Table 1.2), and insufficient quantities of either tape or solid-state data storage

on board previous satellite systems, writable at a rate Υm, impose restrictions on the

total data acquisition rate, Υa. Thus encumbered by the need for Υa ≤ max{Υt,Υm},
the WBR front-end must cap Υa by restricting either the signal bandwidth (via the

sampling rate) or resolution (via the ADC bit-width), resulting in the partial scope

of Figure 1.19.
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WB Filter

LNA VGA
From

antenna
To 

back-end

(a) Standard WBR.

WB Filter

LNA VGA
From

antenna
To 

back-end

LO

Mixer

(b) Hybrid SFR-WBR.

Figure 1.20: Wideband receiver front-end architectures. In both cases, the back-
end must also periodically record the level of the AGC control signal alongside the
amplitude data (not shown).

Dictated by concessions to these back-end limitations, WBR front-end architec-

tures, such as those of Figure 1.20, have evolved in-step with the historical, ascendant

progression of the permitted Υa. The earliest forerunners of the modern WBR, found

aboard Alouette 1 [Florida, 1969] and Injun 3 [Gurnett and O’Brien, 1964], lacked

any on-board storage (i.e., Υm =0) and directly frequency- or phase-modulated analog

signals onto telemetry subcarriers, respectively, providing waveforms whose frequency

content was extracted in real-time by spectral-domain ground-station equipment

(GSE). To maximize the modulation index, and hence the signal-to-noise ratio (SNR)

of the telemetry channel, it was necessary to ensure that the data maintained nearly
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constant amplitude by using rapid automatic gain control (AGC) [Shawhan et al.,

1981, p.546], as shown in Figure 1.20(a); to help in the recovery of the relative

amplitude, the control voltage of the AGC servo was periodically digitized and

transmitted as well [Crook et al., 1969, p.127]. Although variants of this protocol were

developed subsequently,53 the core strategy of utilizing AGC to separately transmit

the amplitude and frequency content of the wideband signal, thereby circumventing

back-end dynamic range limitations, persisted even as telemetry rates improved and

magnetic tape storage materialized [Florida, 1969, p.872]. In fact, compressing the

dynamic range through AGC proved valuable even with the advent of on-board

samplers and digital storage, on account of their low bit-widths [Scarf and Gurnett ,

1977, p.303]. However, accompanying increases in ADC speed enabled a new class

of hybrid SFR-WBR systems, also dubbed radio receivers, an example of which is

presented in Figure 1.20(b). First introduced on IMP 8 and extended by ISEE-1, this

solution precedes the filter and AGC with a mixer and frequency synthesizer (LO)

capable of heterodyning higher-frequency signals into the transmittable baseband,

thereby covering the full bandwidth of interest [Gurnett et al., 1978, p.228].

Heavily entrenched, uni-level AGC schemes persisted even once the prevalence of

space-qualified ADCs and telemetry systems featuring fully-digital data formats had

rendered the modulation schemes which necessitated their invention obsolete. But, in

light of the severe complications AGC poses for both data acquisition (sluggish update

rates; inability to prevent saturation for rapid-onset phenomena; and the need for

commandable hysteresis thresholds) and analysis (piecewise rescaling of both relative

and absolute power levels in diuturnal records; artifacts due to switching relays;

amplifier nonlinearities; a limited scaling range; and difficulties in interpreting relative

amplitude using a single AGC level based on broadband amplitude across bands with

several spectral features), a wideband receiver capable of capturing the full dynamic

range without the AGC of Figure 1.20 remains highly desirable. Similarly, eliminating

53In addition to AGC, early WBRs adopted a variety of creative and unique means for decoupling
and independently measuring the wave characteristics, including: FM-modualting(AM-modulating)
telemetry subcarriers with an averaged(clipped) version of the analog signal, representing its
envelope(frequency) content [Rorden et al., 1966]; counting the rate at which the signal crosses a
stepped threshold, similar to a ramp-comparison ADC [Scarf et al., 1968]; and using RMS amplitude
detectors to coarsely monitor high-frequency bands [Gurnett , 1974].
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the need for a heterodyne front-end as in Figure 1.20(b) better approximates the goal

of acquiring the entirety of the time-domain waveform, with the desired bandwidth

and dynamic range, as a single, continuous data stream.

1.2.2 Target Receiver

The transition toward smaller, lighter, and lower power spacecraft, batches of

which can perform interferometric measurements necessary for the pressing scientific

objectives explicated at the outset of this chapter, is exemplified by the recent Cluster

[Pedersen et al., 1997] and THEMIS [Angelopoulos , 2008] missions. As evidenced by

the opposing mass/power and telemetry trends of Table 1.2, the facilities offered by

such satellites no longer favor payloads that combine the three low-rate, front-end

architectures to mimic the function of a single, ideal plasma wave receiver. Given

that mass, volume, and power limitations of these spacecraft preclude instruments

comprised of more than one receiver, the wideband architecture is the obvious choice

for such systems, despite its vestigial reliance on AGC and heterodyning to encompass

the full signal space of Figure 1.13.

However, by leveraging the improvements in their digital back-ends, not only

the vast and continued increases in Υm and Υt, tabulated above, but also the

accompanying advent of sophisticated, embedded processing algorithms for frequency

tracking, phase cross-correlation, spectral estimation, and data compression,54 these

satellites can now support a modern genre of wideband receiver that overcomes both

54If the data from a particular instrument are being stored at a much faster rate than can be
telemetered (i.e., Υm/Υt� 1), it can only be operated during a small fraction of each orbit. To
improve this duty cycle, modern receivers are increasingly leveraging the availability of powerful,
radiation-hardened processing units to perform in-flight reduction of the stored data, effectively
converting Υt to Υr where Υr/Υt≤1. Such signal processing strategies, which can achieve packing
ratios of Υm/Υr as high as 30:1 include: determination of the k vector [S-300 Experimenters, 1979,
p.323], as well as mode and polarization [Morioka et al., 1990; Shawhan et al., 1981, p.543,p.444–
446] through the use of on-board correlators; GSE extraction of plasma parameters from on-board
amplitude measurements to inform collection schedules [Lindqvist et al., 1994; Reznikov and Shkliar ,
1982]; lossy data compression implemented in both hardware [Markas, 1993; Woolliscroft et al., 1993]
and software [Koga et al., 1992]; triggering algorithms that telemeter only a scientifically interesting
subset of the data volume [Harvey et al., 2001]; and, most sophisticated, on-board spectrogram
production using Fast Fourier Transforms (FFTs) [Bougeret et al., 1995; Ergun et al., 2001; Parrot
et al., 2006; Stone et al., 1992, p.296,p.238–245,p.80–82,p.445–446].
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of the aforementioned drawbacks and approaches the performance of the ideal receiver

by capturing the entirety of the signal space simultaneously.55

A target wideband receiver, of the form shown in Figure 1.22, senses electric fields

over the full extent in frequency and power, with 12-bit resolution,56 by acquiring

the entirety of the time-domain voltage waveform in a single, continuous data stream

with the desired bandwidth and dynamic range, as depicted in Figure 1.21. But,

to do so without AGC or heterodyning, it requires a new type of analog front-end

consisting of a high-impedance, low-noise amplifier (LNA) to interface with the dipole

antenna, and a vigorous anti-aliasing filter (AAF) to ensure faithful analog-to-digital

conversion.

In addition to the scientific specifications imposed by the broad frequency

and power coverage of Figure 1.21, numerical values for which are annotated on

Figure 1.22,57 such a front-end must also satisfy the payload requirements imposed

by any satellite system.58 Chief among these is radiation hardness, the specifications

for which in terms of both total dose and single event tolerance–namely, maintaining

performance beyond 100 krad(Si) without latchup–are defined and motivated in

Chapter 2. Additionally, low mass and minimal power dissipation are especially

critical insofar as these valuable commodities impact development and launch costs,

as well as mission lifetime.

Frequently, the mass of an instrument is dominated by:59 the power supply

55The primogenitor of this genre was the Freja WAVE experiment [Holback et al., 1994], though
the more recent examples aboard FAST [Ergun et al., 2001], DEMETER [Berthelier et al., 2006],
and THEMIS [Bonnell et al., 2008] benefit from modern spacecraft resources to achieve performance
more closely allied with that of the target receiver.

56In addition to the novel analog front-end demonstrated herein, the target receiver utilizes a high-
speed, high-resolution, radiation-hardened ADC heretofore unavailable. Adducing [Wang , 2009],
contemporary efforts demonstrate the feasibility of such converters and permit the specifications
of the cited device to be assumed by the system design that follows, unless otherwise stated. For
example, the input range of the Wang [2009] ADC dictates that the peak-to-peak voltage ( VPP) of
the differential signal at the output of the front-end ASIC not exceed 1 VPP.

57The subtle but crucial distinction between the 90-dB SFDR cited in Figure 1.22 and the 90-dB
dynamic range introduced previously vis-à-vis Figure 1.13 lies in the demands of the former on
circuit linearity and is examined in great detail in Section 3.1.2.

58Naturally, all the receiver components, not just the front-end ASIC, are subject to these satellite-
driven requirements.

59When considering receiver specifications for mass, volume, and power, only the contributions
from the electronics are germane to the design of the analog front-end circuitry. Hence, despite their
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Figure 1.21: Signal space captured by target receiver. All signals within the dark red
box are acquired simultaneously. Modified from [Gurnett , 1998, p.123].

regulation circuitry, whose weight is proportional to its power-handling capacity;

the quantity of discrete components in the design, which impacts the size of the

printed circuit boards (PCBs) and strength of the mechanical enclosure; and the

thickness of shielding necessary to keep the accumulated radiation exposure below

the rated limits of the components. Previous instruments have addressed these

factors by: employing individual, high-efficiency DC-DC switching regulators for each

constituent receiver [Häusler et al., 1985]; integrating select portions of the signal path

into ASICs, rather than using discrete operational amplifiers (opamps) [Hashimoto

et al., 1997]; and, where possible, using radiation-hardened commercial, off-the-shelf

(COTS) components that allow for minimal shielding [Bonnell et al., 2008, p.10].

However, to-date no solution minimizes mass on all three fronts, resulting in a range

of 0.5–14 kg for wave instrument payloads (cf. Mpwi in Table 1.2). In contrast, by

meeting the front-end performance requirements of the proposed wideband receiver

often predominant role, the sensors, including the electric field antennas and magnetometers, as well
as the host spacecraft computer and telemetry, have been omitted from these calculations.
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ADC

To 
onboard 
computer 
for signal 
processing

Analog front-end integrated circuit

Voltage range = 
1 Vpp differential

Dipole 
antenna

LNA

AAF

Low-noise 
amplifer

Anti-aliasing 
filter

Bandwidth 100 Hz –  MHz

SFDR 90 dB

Power 50 mW

Front-end Key Specifications

Sampling rate 5 MS/s

SFDR 90 dB

Power 60 mW

ADC Key Specifications

Radiation Specifications

Single event No latchup

Total dose  100 krad(Si)

Figure 1.22: Architecture of target wideband receiver annotated with component
specifications derived from scientific and satellite requirements presented in this
chapter.
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with a single, monolithic ASIC that is intrinsically radiation-hardened so as to

maintain said performance for at least one year of a standard radiation-belt orbit

(cf. Section 2.3.1), SVEPRE permits a dramatic improvement: an instrument that

features 100 mg/channel.60

Turning to power dissipation and adducing Table 1.2, complete plasma wave

instruments, composed of one or more receivers each with one or more channels,

consume a total of 0.04–30 W. Within this range, a survey of representatives

suggests that the various receiver architectures are allocated on the order of: 1.6–

2.0 W/channel (SFR) [Häusler et al., 1985]; 0.12–2.5 W/channel (MSA) [Bell and

Helliwell , 1978; Häusler et al., 1985; Scarf , 1985]; and 0.9–1.85 W/channel (WBR)

[Gurnett et al., 1997; Häusler et al., 1985]. Although the dearth of detailed power

budgets in the literature inhibits a precise estimate of the fraction expended by the

analog front-end in each case, the low-frequency analog signal conditioning shared

by the receivers in the FAST instrument suite offers a recent example [Ergun et al.,

2001]. The analog power is divided amongst the front-end components with 28.4

mW per differential amplifier and 10.8 mW per 6-pole Butterworth filter.61 Thus, a

reasonable power budget for the single-channel target receiver of Figure 1.22, which

is fully differential and therefore requires twice the number of filter components,

allocates a maximum of 50 mW to the front-end ASIC. The 200-mW/channel power

consumption of an example plasma wave instrument composed of five such wideband

channels, including the necessary reference generation and a field-programmable gate

array (FPGA) for data processing, as derived in Table 1.3,62 compares favorably with

60Regardless of the number of possible sensor inputs for a particular receiver, all per-channel
quantities for normalized comparisons apply to a single analog or digital output data stream; in
the latter case, the total number of channels for given receiver, Nch, describes the number of such
streams that can be simultaneously acquired in parallel, such that the data rate per channel is
Υa/Nch.

61These quantities have been inferred from Table IV of [Ergun et al., 2001, p.88] under the
assumptions that: there are a total of 9 (8 survey + 1 burst) CS5016 ADCs, at a cost of 150
mW each [Cirrus Logic, Inc., CS5016]; there are a total of 21 (7 survey + 14 burst) differential
amplifiers to supply the maximum number of simultaneous sensor difference voltages; the power
dissipation of the 6-pole Butterworth filter simply scales as the ratio of poles from the 7.2-mW cited
for the 4-pole Bessel filters.

62The power budget in Table 1.3 is merely an estimate accounting for functional blocks that
directly support the integration of the target receiver into the channels of a complete instrument.
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Functional block Power/unit (mW) Power/channel (mW)

Front-end 50 50
ADC buffer 40 40
ADC 60 60
FPGA 80 40
Auxiliarya 100 20

Total 1000 200

a Includes local supply conditioning, reference generation circuitry, and
housekeeping FPGA

Table 1.3: Estimated power budget for example five-channel
receiver using SVEPRE. Assumes sharing of auxiliary circuitry
amongst all five channels with one control FPGA per channel
pair. Unit powers map to available components with requisite
performance.

that of any one of the canonical receiver architectures, let alone the combination

thereof necessary to obtain comparable signal-handling performance.

1.3 Organization

To describe the design of SVEPRE, an ASIC that satisfies the analog-front end

requirements dictated by the wideband plasma wave receiver in Figure 1.22, from

the derivation of its specifications, to the novel facets of its architecture and circuit

implementation, to the confirmation of its performance obtained via the fabrication

Unit powers given for the ADC input buffer (whose inclusion is recommended, but optional
depending on the selected ADC), FPGA (which, with modern capabilities and of moderate size,
presumably can support two channels operating at their nominal rate), and auxiliary circuitry
(shared across five channels) reflect construction with presently available, radiation-hardened
components. The tabulation does not include power dissipated in the instrument backbone by:
the general purpose processor responsible for the command and control of the channels, as well as
storing and telemetering their data in cooperation with the host spacecraft computer (also omitted);
additional processors for in-flight management of data products and volume; or, switching regulators
that step down the spacecraft power bus (typically, ±28 V) to levels compatible with the instrument’s
integrated electronics (typically, ±5 V). In light of this restricted scope and approximate nature, the
resulting 200-mW is best interpreted as the incremental cost of adding one channel with the stated
architecture to an existing instrument.
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and measurement of a test chip, this dissertation is organized into seven chapters as

follows.

Chapter 1, the present chapter, motivates this research by introducing the

fundamentals of space plasma science and instrumentation at its foundation. The

scientific framework summarizes both the geography of the Earth’s upper atmosphere,

highlighting the magnetosphere and its radiation belts which are home to the

electromagnetic phenomena of interest, and the elementary plasma physics which

govern these phenomena, with emphasis on the unresolved dynamics of wave-particle

interactions. A survey of past instruments details their shortcomings in translating

the science-driven requirements into hardware for plasma wave measurements and

proposes to surpass their performance with a novel receiver architecture contingent

upon the development of the analog front-end ASIC recounted in the remaining

chapters.

To engender an appreciation for the relevant specifications, Chapter 2 reviews

the basic radiation effects to which the target device with be subjected while on

orbit through the Van Allen belt. The exposure concomitant with such an orbit,

considered in terms of its total dose and single event ramifications, both gradually

degrades the performance of the underlying transistors, through ionizing and non-

ionizing damage, and suddenly, often catastrophically, interferes with the circuit

operation, causing transients and latchup. Rather than resort to shielding or custom

manufacturing processes, radiation-hardness-by-design is introduced as the preferred

means to mitigate these adverse consequences.

In addition to those imposed by the radiation environment, the precision

requirements dictated by the scientific mission objectives present a suite of challenges

explicated in Chapter 3, which defines the relevant metrics for programmability,

linearity, noise, and impedance. Taken together with the specifications introduced

in this chapter, the requirements of Chapter 1 and Chapter 2 translate into a

set of technical specifications that inspire the overarching philosophy behind the

architecture of the front-end. The second half of this chapter frames the discussion

in the subsequent two by highlighting the roles of process choice and feedback in this

design concept.
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Detailed discussions of the front-end constituent blocks are offered in Chapter 4

and Chapter 5, which cover the design of the LNA and AAF, respectively. In both

cases, the novel use of active and passive feedback loops proves critical to meeting

the proposed specifications. Through the judicious design of bipolar sub-circuits,

the careful implementation of fully differential current-mode signal processing, and

the development of custom layout structures, the LNA and AAF designs achieve the

exacting programmability, linearity, noise, and impedance requirements laid out in

Chapter 3 in the face of the radiation-induced degradations introduced in Chapter 2.

To confirm the efficacy of the techniques presented in Chapters 3–5, Chapter 6

presents measured results of the baseline and radiation performance of the prototype

obtained using a single, automated test setup, which is also reported in this chapter.

Direct comparison between the baseline characterization and that from a series of

radiation exposures using four different sources verifies that the desired levels of

performance can be achieved over the specified dose and identifies the performance-

limiting aspects of the design.

Chapter 7 concludes this work by summarizing its key contributions and suggest-

ing possible directions for future efforts to extend the research presented herein.

A significant portion of the material in this work is organized into a series of

appendices. Indexed according to the order in which they are referenced by the

main text, these appendices fall into one of three content categories. For the

inquisitive reader, Appendices A, C, and F summarize background material on

plasma physics, radiological physics, and filter theory, respectively. By synthesizing

canonical treatments into a unified framework—complete with consistent notation

used throughout this text—these supplements corroborate and/or augment the

arguments of the main text in Chapters 1, 2, and 5, respectively.

The largest appendix family contains stand-alone encapsulations of novel material

developed in the course of this research. In an original endeavor, Appendix B surveys

a sizable fraction of the plasma wave receiver instruments published since 1959,

extracting and tabulating the properties of their antennas and electronics. To arrive

at a noise specification for the LNA, Appendix D derives the thermal and short noise

limits of an electric dipole immersed in a magnetoplasma. Together, these efforts
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inform the SVEPRE specifications established in Chapter 3. Recounting a rewarding

collaboration with engineers from National Semiconductor Corporation, Appendix E

describes the design, fabrication and testing of several novel gate-controlled lateral

pnp (GCLPNP) transistors. The insipid performance of these prototypes inspired

the invention of the circuit design (rather than process) techniques in Chapter 4

and Chapter 5 to alleviate the burdens of a non-complimentary bipolar technology.

Finally, Appendix G and Appendix H elucidate the details of auxiliary chip- and

board-level circuits, respectively. Although subordinate to the core innovations of

this research, these peripheral elements are nevertheless instrumental in enabling the

function and characterization of the ASIC, as alluded to in Chapters 4–6.

The final subset comprises Appendices I, J, and K, which document the conditions

of the total-dose, single-event, and burn-in testing, respectively, to which the

fabricated front-end chips were subjected. Each description of experimental setups,

procedures, and analyses underpins the corresponding measurement results presented

in Chapter 6.

1.4 Contributions

In the context of the target receiver described in this chapter, the contributions of

this research are enumerated below.

• Design, implementation, and testing of the first fully-integrated analog front-

end for satellite-based, wideband plasma wave receivers

• Derivation of the performance requirements for such a circuit based on a survey

of existent designs and novel formulations of the prerequisites for advancing the

latest generation of wideband receivers toward more comprehensive study of

radiation-belt wave-particle dynamics

• Development of a programmable-gain, low-noise amplifier for electric field

measurements from 100 Hz to 4 MHz that achieve 90-dB SFDR while consuming

less than 2 mW
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• Devising a novel transconductor with a 36× tuning range that enables

programmable anti-aliasing filtering with 90-dB third harmonic suppression and

power-efficient field trimming

• Demonstration of radiation-hardness-by-design techniques that allow these ele-

ments to be fabricated in a commercial 0.25-µm SiGe BiCMOS manufacturing

process, yet maintain performance beyond 100 krad(Si) total dose and remain

free of latchup through an LET of ∼100 MeV-cm2/mg
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Chapter 2

Radiation Effects

The intrinsic ability to maintain its high performance in spite of the deleterious

effects of the radiation-belt environment on its constituent transistors marks a

primary advantage of the SVEPRE ASIC, as explained in Section 1.2.2. Deriving

from incident particles which deposit energy during their interaction with integrated

circuit materials, primarily silicon (Si) and silicon dioxide (SiO2), radiation-induced

circuit damage was first revealed by the failure of the Telstar 1 communication

satellite following the Starfish Prime high-altitude nuclear detonation (cf. Footnote 1

of Chapter 1).1 However, apart from both the prompt dose and the long-

term enhancement in the radiation-belt populations that characterize a so-called

hostile radiation environment [Tribble, 2003, p.163–165],2 spacecraft electronics are

constantly exposed to three naturally occurring forms of radiation with similarly

harmful potential:

Cosmic rays: Possessing the highest energies, but lowest fluxes, cosmic rays are

further sub-categorized according their source. Primary or galactic cosmic rays

1Since Explorer I (and, later, Explorer III), were searching for cosmic electromagnetic radiation
when such trapped, highly energetic particles were discovered, these were ambiguously granted the
designation of radiation in keeping with the ‘radiation belt’ moniker [Tascione, 1994, p.51]. In
context of this work, the term radiation encompasses both energetic particles and electromagnetic
energy, in the form of photons, placing particular emphasis on their interaction with matter in the
form of conductors, semiconductors, and metals.

2For a complete description of the environment produced by a nuclear detonation, including the
hostile radiation component, the reader is directed to Chapter 4 of [Messenger and Ash, 1992].

57
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(GCRs), released by exploding stars outside the solar system, are composed of

protons and heavy ions (85% H+, 14% He2+, 1% heavier nuclei), with energies

from 0.1–1 GeV. Although extremely penetrating, due their high energies,

they comprise a small fraction of the total dose observed in any orbit, due

to low fluxes which vary spatially with the location of the source relative

to the geomagnetic field and temporally with the solar cycle [Holmes-Siedle

and Adams , 2002; Tascione, 1994; Tribble, 2003, p.138–139,p.19,p.161]. Solar

cosmic rays (SCRs), are similar in composition to GCRs, but their ions possess

slightly lower energies and lower atomic weights that reflect the distribution of

solar material [Holmes-Siedle and Adams , 2002, p.23]. The final class, terrestrial

cosmic rays (TCRs), which consist primarily of secondary neutrons produced

by the interaction between GCRs and the atmosphere near the Earth’s surface,

are not relevant at spacecraft altitudes.

Coronal mass ejections: The most intermittent but potentially most destructive

instances of extraterrestrial radiation are coronal mass ejections (CMEs).

Consisting predominantly of the protons released during the same solar particle

events (SPEs) responsible for SCRs [Tribble, 2003, p.161–162], these are

correlated with the solar cycle, but can generate a “thousandfold increase in the

radiation dose over a short period of time” [Tascione, 1994, p.139]. Considerable

variation in the duration, flux, energies, and constituents of CMEs can result

in doses ranging from insignificant to lethal, with ‘anomalously large’ events

(< 1% incidence) representing the most threatening portion of the statistical

ensemble, given the significant spacecraft damage reported from examples in

August 1972 and October 1989 [Holmes-Siedle and Adams , 2002, p.26].

Trapped radiation: At much lower energies and higher fluxes than either cosmic

rays or CMEs, the trapped particles of the Van Allen belt (cf. Section 1.1.1)

form the third element of the natural space environment. The same geomagnetic

field which traps the energetic protons(electrons) in the inner(outer) zone of

the belt by deflecting incident particles through the Lorentz force, affords some

degree of magnetic shielding from incident GCRs, SCRs, and CMEs. Although
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“the degree of protection will depend on altitude and inclination of the orbit,”

[Holmes-Siedle and Adams , 2002, p.25] with high altitude polar orbits offering

the least isolation, this geomagnetic shielding, combined with their low flux,

limits the effective contribution of GCRs to 5-10% of the total dose observed

in any orbit [Tascione, 1994, p.139]. Since the radiation related to GCRs and

CMEs is negligible in all but rare and extreme cases, the remainder of this

chapter concentrates largely on the effects of lower energy, higher flux radiation

characteristic of the Van Allen belt.

To appreciate the imminent discussion, as well as the considerations of manufac-

turing process, chip layout, and radiation testing in subsequent Chapters, a working

knowledge of the physics that govern this radiation is beneficial. A primer on the

salient underpinnings, including the radiological definitions needed to quantify it

and the mechanisms of both its ionizing and non-ionizing solid-state interactions,

is provided in Appendix C.

Mitigating the depredations of these underlying interactions as regards the

electrical properties of the transistors that comprise the front-end analog circuitry is

central to this work. Such effects reflect the impact of radiation-induced variations in

physical quantities introduced in Appendix C—such as the number densities of oxide

trapped charge (Not) and interface traps (Nit), minority-carrier lifetimes (τn or τp)

and bulk resistivity (ρn or ρp)—on MOSFET parameters—such as threshold voltage

(Vth), transconductance (gm), and leakage current (IL)—and BJT parameters—such

as base current (Ib), common-emitter current gain (β), base resistance (Rb), and

emitter resistance (Re).

Traditionally, these effects are grouped into two broad categories based on the

time scales over which they evolve: Section 2.1 addresses total dose effects (TDEs),

which manifest as a gradual degradation of device properties due to the damage

accumulated from prolonged exposure; Section 2.2 covers single event effects (SEEs),

which are marked by an almost instantaneous change in the operation of a circuit

due the impact of a single ionizing particle. With these effects cataloged for both

MOS and bipolar transistors, thereby framing the challenges posed in the design of a



60 CHAPTER 2. RADIATION EFFECTS

BiCMOS front-end ASIC,3 Section 2.3 advocates the use of radiation-hardening-by-

design, rather than traditional mitigation methods, to reduce, if not eliminate, the

impact of these effects.

2.1 Total Dose Effects

Differences between MOSFETs and BJTs in terms of their operating principles (field-

effect vs junction-based), carrier type (majority vs minority), and current flow (surface

vs bulk) govern the relative sensitivity of their parameters to long-term illumination

by the two classes of radiation discussed in Section C.2 and Section C.3. In modern

MOS technologies, TDEs are almost exclusively the result of ionizing damage to SiO2

(via TID) [Messenger and Ash, 1992, p.307], with displacement damage, in either the

oxide or bulk [Holmes-Siedle and Adams , 2002, p.133], considered inconsequential

[Messenger and Ash, 1992, p.262]. Conversely, integrated BJTs are susceptible

to damage from both TID and total displacement dose (TDD), but compared to

MOSFETs, are much more tolerant of the former than the latter [Messenger and

Ash, 1992, p.333]. In light of this distinction, Section 2.1.1 concentrates on the impact

of TID for MOSFETs while Section 2.1.2 predominately highlights TDD effects on

BJTs.

2.1.1 MOS Transistors

Degradation of Vth, gm, and IL in modern MOSFETs subject to TID exposure

is a direct consequence of the build-up of ∆Not and ∆Nit and, as such, reflects

the dependencies of these quantities on fabrication quality, transistor geometry,

oxide electric field (as imposed by the applied gate bias), temperature, dose rate

(dD/dt), and annealing conditions [Dressendorfer , 1989a, p.256–257], as discussed

in Sections C.2.4 and Sections C.2.6, respectively.4 Where relevant, the influence of

3With an emphasis on only those effects from each class that are of concern for SVEPRE,
Section 2.1 and Section 2.2 offer suggested references for more comprehensive treatment rather
than enumerating the complete array of deleterious consequences in each category.

4Although a rigorous treatment should also account for the effect of the border traps described
in Section C.2.5, via ∆Nbt, theory to support the experimental evidence that discriminates their
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these ∆Not and ∆Nit relationships on the observed behavior of corresponding MOS

parameters is noted in the sub-sections below.

2.1.1.1 Threshold Voltage

The most pronounced TID effect in MOSFETs is a non-monotonic, dD/dt-sensitive,

shift in Vth with dose whose recovery is difficult to predict. This shift, ∆Vth, from a

pre-irradiation value of Vtho is the sum of contributions from ∆Not and ∆Nit, denoted

∆Vot and ∆Vit, respectively, according to [Srour and McGarrity , 1988, p.1450]:

∆Vth = Vth − Vtho = ∆Vot + ∆Vit (2.1)

Decomposed in the ID-VGS characteristic of an idealized nMOS device according to

Figure 2.1, these two effects are handled separately below.

∆Vot Contribution

The trapping of holes in the oxide near the interface constitutes a source of fixed,

positive charge ∆Qot = Q∆Not, whose field acts to deplete(accumulate) the native

p-type(n-type) surface of an nMOS(pMOS) transistor body, making it easier(more

difficult) to turn on. In this regard, the ∆Not electric field apes that of an applied

positive potential leading to the negative lateral translation in the ID-VGS curve in

Figure 2.1(b) [Holmes-Siedle and Adams , 2002, p.137]. More formally, its effect can be

interpreted by treating the gate oxide as the dielectric of an nMOS(pMOS) capacitor,5

wherein positive charge on the gate terminal induces a negative image charge in the

channel, such that the latter moves closer to inversion(accumulation) [Holmes-Siedle

impact from that of ∆Nit is less robust [Oldham, 1999]. Fortunately, their effects (apart from
increased noise) are strongly correlated with those of ∆Nit (albeit on slower time scales), so that
simply omitting ∆Nbt introduces only a small error in all such cases [Holmes-Siedle and Adams,
2002, p.179].

5Indeed, if the effects of ∆Nit are ignored, it can be shown that ∆Vot =∆VFB, where the latter is
the flatband voltage—the voltage at which the surface potential goes to zero [Messenger and Ash,
1992, p.291]—for an identically processed capacitor [Holmes-Siedle and Adams, 2002, p.137]. The
method of inferring ∆Vth from the ∆VFB of an identically processed capacitor is widely accepted,
with the shifting and stretching of its C-V curve analogous to that of the ID-VGS curve in Figure 2.1
[Dressendorfer , 1989a, p.259–261].
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Figure 2.1: Decomposition of ID-VGS curve distortions into ∆Vot and ∆Vit effects for
a representative nMOSFET. Extent of damage is exaggerated for clarity.
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and Adams , 2002, p.137]. Indeed, the conversion from ∆Qot to ∆Vot is given simply

by the reciprocal of areal gate capacitance Cox = tox/εox, such that:

∆Vot =
tox

εox

∆Qot = −Qtox

εox

∆Not (2.2)

With the help of (C.17) and (C.18), (2.2) can be expanded to explicitly demonstrate

the dependence of ∆Vot on the incident particle energy (Ei) and the local oxide field

(Eox) as

∆Vot = −Qt
2
ox

εox

FyFtKgD

= −Qt
2
ox

εox

Fy(Eox, Ei)Kg(Ei)D(Ei)

∫ tox

∆x

σpt(Eox)Npt(x) dx (2.3)

Note that, in contrast to (C.17), the integral for the trapping fraction now begins

a distance ∆x from the interface in order to describe the steady-state ∆Vot by

accounting for the electron tunneling that anneals the deep traps within the first

5–20 nm of the oxide (cf. Figure C.10).6 This integral can be generalized to handle

the x-dependence of not only Npt, but also generation (Kg) and recombination (Fy)

by introducing p(x) to denote the non-uniform trapped hole concentration through

the oxide such that (2.3) reduces to

∆Vot = −Qtox

εox

∫ tox

∆x

Fy(x,Eox, Ei)Kg(x,Ei)D(Ei)σpt(Eox)Npt(x)x dx

= − Q

Cox

∫ tox

∆x

p(x,Eox, Ei)x dx (2.4)

6It is well known that, on account of the exponential distribution of Npt (cf. Footnote 24 of
Appendix C), ∆Not approximately occupies a thin sheet at a mean distance xt from the interface
[Messenger and Ash, 1992, p.308], [Holmes-Siedle and Adams, 2002, p.142]. Invoking this result
allows the integral in (2.3) to degenerate to σptNpt(xt), and yields an expression for ∆Vot∝ t2ox. This
quadratic relationship is commonly used to justify the intrinsic radiation tolerance of scaled CMOS
technologies [McLean et al., 1989, p.152], though its applicability is questionable once tox becomes
comparable to the ∆Not sheet thickness [Holmes-Siedle and Adams, 2002, p.139]. If, instead, for a
thick oxide Npt is treated as uniform over the range ∆x to tox, (2.3) reduces to an expression for
∆Vot∝ t3ox [Messenger and Ash, 1992, p.308], which only bolsters the argument.
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Recall from solid-state physics that the midgap voltage Vmg is defined as the first

moment of the oxide charge density;7 (2.4) describes that same moment integral,

implying ∆Vot ≈ ∆Vmg [Messenger and Ash, 1992, p.315]. This relationship allows

∆Vot to be determined directly by measuring the change in Vmg under radiation,

provided ∆Nit can be ignored so that the total oxide charge density is given by just

p(x). Historically, neglect of ∆Nit has been justified by the fact that interface traps

above midgap are acceptors while those below midgap are donors, so that all are

neutral when the surface Fermi level is at midgap [Messenger and Ash, 1992, p.316].

However, the asymmetry of Dit described in Section C.2.6 reveals that not all interface

traps possess zero charge at Vmg,8 so this approach can introduce errors in ∆Vot on

the order of a few percent [Oldham and McLean, 2003, p.493].

Nevertheless, such measurements of ∆Vot confirm that it increases significantly

with positive gate bias, since Eox > 0 caused the holes to be trapped near the Si-

SiO2 interface, rather than the gate electrode, increasing the charge moment of (2.4)

[Dressendorfer , 1989a, p.263]. For this reason, the ∆Vot contribution to the threshold

voltage shift for pMOS devices, ∆Vthp, is about an order of magnitude less than that

for nMOS devices, ∆Vthn, when both are biased on during irradiation [Messenger

and Ash, 1992, p.308]. In addition, Eox influences ∆Vot through the conflicting field

dependencies of Fy and σpt. Specifically, the stronger the gate field, the farther

newly formed e− and h+ are separated, leading to less recombination under the

geminate model (rt� rp) and larger Fy [Holmes-Siedle and Adams , 2002, p.146]; in

contrast, it has been shown [Holmes-Siedle and Adams , 2002, p.146] that σpt∝E−1/2
ox

[Dressendorfer , 1989a, p.264]. The net effect of Eox via ∆x, Fy, and σpt of (2.4)

is that ∆Vot does not simply increase monotonically with larger VG. However, as

shown in Figure 2.3(a), since the peak is at or above normal operating voltages (1–

2 MV/cm [Winokur , 1989, p.223]), the worst-case bias condition for the build up of

∆Vot in nMOS(pMOS) devices occurs when they are biased on(off) during irradiation

7The midgap voltage, Vmg, is defined as the gate voltage that must be applied to render the
Fermi level at the surface equal to the energy level at the middle of the Si bandgap (i.e., EF =Emg)
[Messenger and Ash, 1992, p.315].

8As discussed in Footnote 34 of Appendix C, the amphoteric energy levels of the Pb0 center
are indeed centered around midgap, but those of the Pb1 center are not. Although not nearly as
numerous, the latter shift the effective Dit toward the conduction band [McLean et al., 1989, p.493].
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Figure 2.2: Dependence of ∆Vth on static gate bias during irradiation for an n-type
MOS capacitor. ∆Vthp of an identically processed pMOS transistor can be inferred
from ∆VFB. Reproduced in toto from [Dressendorfer , 1989a, p.262]

[Dressendorfer , 1989a, 264–267], as evidenced in Figure 2.2.

Although the strong increase in ∆Vth for VG > 0 is well ascribed to the field-

dependence of underlying parameters in (2.4), the equation is less successful in

capturing the effects of dose and dose-rate. For example, while it predicts linear

growth of ∆Vot with D(Ei), this dependence only holds over low to moderate doses;

at higher doses, ∆Vot saturates [Holmes-Siedle and Adams , 2002, p.152] as the number

of filled traps approaches maximum capacity [Dressendorfer , 1989a, p.263]. The build

up of trapped holds not only leads to more e−−h+ recombination centers, but creates a

space-charge field that counteracts the applied bias thereby reducing the net internal

field in the critical region of the oxide that controls Not growth through drift [Boesch

et al., 1986].9 The integral in (2.4) also masks the dependence of ∆Vot on dD/dt—

at lower dose rates (< 1 rad/s), the reduction of ∆Not via tunnel annealing (cf.

Section C.2.4) has more time to proceed, leading to less positive voltage shift than at

higher rates (100 rad/s) [Winokur et al., 1986].

∆Vit Contribution

Since the corresponding variations in ∆Nit with Eox, D(Ei) and dD/dt are quite

9This space charge region is believed to be responsible for the ELDRS effect described in
Section 2.1.2.3.
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opposite those of ∆Not described thus far, and since the interface traps are only

neutral at VG = Vmg, an understanding of ∆Vth behavior for all bias conditions

requires a closer treatment of ∆Vit. Recall from Section C.2.6 that Pb centers are

amphoteric, with their occupancy governed by their position relative to EF at the

Si surface such that when an nMOS(pMOS) device is biased with VG = Vth so that

EF is near the conduction(valence) band, most of the acceptor(donor) levels are filled

by electrons(holes) and acquire a net negative(positive) charge [Messenger and Ash,

1992, p.300]. For both transistor types, the polarity of this interface trapped charge,

∆Qit =Q∆Nit, inhibits inversion and, since the number of filled traps scales with VG

through its exponential relationship to EF, this leads to distortion of the logarithmic

ID-VGS (or C-V ) curve as depicted in Figure 2.1(c), rather than simple translation

[Holmes-Siedle and Adams , 2002, p.137]([Messenger and Ash, 1992, p.324]). This

‘stretching-out’ of the sub-threshold slope is characteristic of ∆Nit build-up [Holmes-

Siedle and Adams , 2002, p.259] and not only pushes out the Iinv crossing point at

which Vth is defined, but reduces the switching speed for reaching strong inversion

[Winokur , 1989, p.212].10

Although representing this nonlinear distortion through an analytical expression

for ∆Vit in terms of ∆Nit, akin to (2.2) for ∆Vot in terms of ∆Not, is beyond the

scope of this examination, the analogous dependencies of ∆Vit on Eox, D, and dD/dt

merit qualitative treatment. All reflect the kinematics of radiation-induced interface

trap formation, described in Section C.2.6—a two-step process in which hydrogen-

passivated surface defects are activated through the transport of trapped holes and

hydrogen ions. Since these carriers only drift to the surface under the influence of

positive Eox, VG>0 represents the worst-case bias for ∆Nit formation, just as for the

case of ∆Not [Dressendorfer , 1989a, p.264];11 the similarities are highlighted by the

10Astute observers may note that ∆Nit reduces not only the sub-threshold slope, but also the
slope in the saturation region (i.e., the transconductance). Although both effects can be treated as
manifestations of a drop in carrier mobility, such an approach is reserved for addressing the latter
in the next section, where it is more intuitively satisfying. Here, the focus is on ∆Vth effects to
emphasize the analogy with ∆Not.

11For both ∆Not and ∆Nit, VG>0 only reflects the worst-case static bias conditions. Data suggest
that the densities of these trapped charge populations can be smaller or larger, respectively, when
transistors are dynamically biased or operated under nominal loads during irradiation [Holmes-
Siedle and Adams, 2002; Winokur , 1989, p.149–150, p.224–225]. However, for analog circuits, in
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(a) ∆Vot bias dependence. (b) ∆Vit bias dependence.

Figure 2.3: Comparison of ∆Vot and ∆Vit gate-bias dependencies. In both cases, field-
assisted transport of holes and ions toward the Si surface when Eox > 0 yields larger
voltage shifts, peaking at 1–2 MeV/cm. Reproduced in toto from [Dressendorfer ,
1989a, p.264–265]

plots of ∆Not and ∆Nit in Figure 2.3(a) and Figure 2.3(b), respectively. For VG<0,

there is a negligible increase in density [Winokur , 1989, p.222].

Contrary to their congruent rise with Eox, the differing responses of ∆Not

and ∆Nit to changing dose conditions lead to opposing behaviors of ∆Vot and

∆Vit. Fundamentally, the slow buildup of both trap densities is influenced by the

time-varying 〈τH〉 associated with the dispersive, CTRW hole transport mechanism

described in Section C.2.3. However, the growth rate is much slower for Nit, since hole

transport only represents the first step—field-assisted H+ oxygen-hopping transport

is the second, rate-limiting process [McLean, 1980]. This delayed build-up of interface

traps leads to higher concentrations for low dose rates,12 in opposition to the trend of

∆Not [Dressendorfer , 1989a, p.288], which anneals given the additional time. From

which MOSFETs are not cycled on and off during normal operation but, rather, held in varying
degrees of inversion at all times, only consideration of static biasing is appropriate.

12This is not at odds with the claims of Section C.2.6 because it has been shown that the increase
in measured ∆Nit at lower dose rates is not a ‘true’ dose rate effect, but rather one of formation time.
That is, if the same dose is delivered at two samples at two different rates, but the measurements of
both are made at the same time (i.e., after the slower exposure is complete), ∆Nit will be identical
[Winokur , 1989, 221–222].
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their accrual over extended periods, negligible annealing at room temperature, and

lack of any saturation mechanism with increased dose [McLean and Oldham, 1987,

p.37–38], it follows that interface traps become dominant as the MOSFET is subject

to higher total doses with their concomitant longer exposures.

This phenomenon is evidenced by Figure 2.4, which exemplifies the well-known

‘rebound’ [Schwank et al., 1984] or ‘super recovery’ [Johnston, 1984] effect for nMOS

devices. For a given dose rate, ∆Not form more rapidly than ∆Nit, such that initially

the first term of (2.1) dominates ∆Vth, causing it to trend negative. With time,13

as the oxide trapped charge anneals (once the exposure concludes) or its density

saturates (if the exposure persists), the delayed accumulation of ∆Nit can eventually

result in ∆Vit becoming dominant, such that the slope of ∆Vth changes sign and,

potentially, Vth > Vtho [Messenger and Ash, 1992, p.298–299]. Note that pMOS

devices, for which both ∆Vot and ∆Vit are negative, experience a monotonic decrease

in ∆Vth with dose, becoming increasingly difficult to invert; that is, they are not

susceptible to rebound [Dressendorfer , 1989a, p.265].

Since the dynamics of nMOS rebound and the final state of Vth relative to Vtho

are sensitive to the competing influences of ∆Not and ∆Nit, the non-monotonicity

of ∆Vthn with dose poses a threat to circuit performance in a radiation environment

that is specific to the details of the transistor fabrication, particularly the quality of

their oxides and interfaces.14 Thus, prior to the circuit design in this work, it was

necessary to characterize the devices of the target manufacturing process in order to

assess the severity of radiation-induced ∆Vth. The results for representative pairs of

nMOS and pMOS transistors irradiated up to 1 Mrad(Si) TID using a 60Co chamber

(cf. Section I.1.1) are presented in Figure 2.5 and Figure 2.6, respectively.15

13Rebound is often treated as post-irradiation effect (PIE) [Messenger and Ash, 1992, p.279], but
since it only depends on relative formation times and saturation limits of ∆Not and ∆Nit, it can also
arise during a continuous, low dose-rate exposure, as in Figure 2.4. For this reason, its classification
as merely a time-dependent effect [Holmes-Siedle and Adams, 2002, p.170] is preferred.

14Electronics for both the Ulysses and Galileo spacecraft (cf. Table B.1) experienced failures during
integration tests that were attributed to rebound [Holmes-Siedle and Adams, 2002, p.175].

15These data were measured by Everett King at The Aerospace Corporation using an HP4155A
semiconductor parameter analyzer. The test vehicle (MK832A), graciously provided by National
Semiconductor Corporation, was fabricated in their BiCMOS8i process and contained several
common-centroid, differential pairs of low-voltage nMOS (Quad H43) and pMOS (Quad H46)
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Figure 2.4: Dose dependence of ∆Vthn and ∆Vthp highlighting rebound of former
with sufficient time for ∆Nit(∆Not) formation(saturation). Reproduced in toto from
[Dressendorfer , 1989a, p.265]

The two nMOS pairs in Figure 2.5(a), N1/N2 and N3/N4, are irradiated under

worst-case bias conditions for Not and Nit (i.e., VGS = +2.5 V) and thus exhibit

rebound between 300–500 krad(Si). Although the gate oxide is sufficiently thin

that net variation in Vthn is ∼ 1%, the susceptibility to both Not and Nit is clearly

evident. Compared to the classic case (cf. Figure 2.4), the rise in ∆Vthn prior to its

∆Not-induced decline is postulated to reflect a prompt component of Nit [Winokur ,

1989, p.215] whose effect supercedes that of Not initially because the latter is not

significant below 100 krad(Si) for this tox. Biased with VGS = VDS = 0, so as to

eliminate Eox, the pair in Figure 2.5(b) shows higher tolerance, as expected: to offset

a longer ∆x, higher doses are required to achieve a charge moment for ∆Qot that

induces significant decline of ∆Vthn; and, in the absence of a positive oxide field, ∆Nit

formation is negligible, eliminating rebound. Comparing these results to ∆Vthp in

Figure 2.6 it is significant that the latter is nearly monotonic in its radiation-induced

decline. Despite a drop in ∆Vthp of nearly 1% at 1 Mrad(Si),16 the predictability of

devices. Those depicted here, with gate widths(lengths) of 34.88 µm(0.24 µm) best match the
typical sizings used in the front-end circuitry.

16The introduction of an unexplained offset between the pre-irradiation measurement of Vthpo

and subsequent measurements at each dose step has translated the curves of Figure 2.6 such that
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(a) Worst-case bias.
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Figure 2.5: Measured ∆Vthn of representative nMOS pairs sized at 34.88/0.24. All
are irradiated with VS = VD = VB = 0 V but VG of (a) N1–N4 is worst-case (+2.5 V)
while that of (b) N5/N6 is 0 V. Markers indicate measured data points.
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Figure 2.6: Measured ∆Vthp of pMOS pair from target process under zero-bias (VGS =0
V). Both P1 (in blue) and P2 (in green) are representatively sized at 34.88/0.24 and
irradiated with all terminals grounded. Differences are measured with respect to pre-
irradiation Vthp of −561 mV and −569 mV, respectively. Markers indicated measured
data points.

its degradation curve compared to the nMOS rebound under worst-case conditions

proves advantageous in designing robust reference networks (cf. Section G.2.2.2).

2.1.1.2 Transconductance

Section C.3.5 introduces the notion that vacancy-related acceptor defects in bulk

Si can serve as additional centers for Coulomb scattering once activated. A similar

phenomena takes place at the surface, where the additional impurities take the form of

charged interface traps, ∆Qit, that scatter majority carriers in the channel, reducing

∆Vthp>0. Nevertheless, as is appropriate, the error grows more negative with dose, as in Figure 2.4,
since by definition Vthp<0.
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their effective mobility.17 For an nMOSFET,18 this is can be represented by an

empirical relationship between the effective mobility and ∆Nit analogous to (C.30)

[Winokur , 1989, p.213],

µn =
µno

1 + αµ∆Nit

(2.5)

in which the initial mobility, µno, is inversely proportional to the radiation-induced

interface trap density through a fitting parameter, αµ.19 Although known to be

independent of ∆Not [Dressendorfer , 1989a, p.271], this mobility degradation is

subject to the same ∆Nit dependences ascribed to ∆Vth in the preceding sub-section,

including a steeper decline for both Eox>0, and higher, low-rate doses.

In addition to the flattening of the sub-threshold slope discussed previously, this

mobility degradation manifests in a reduction of the slope of the ID-VGS curve in the

saturation region (cf. Figure 2.1). From first principles, this slope, representing the

voltage-to-current gain of a saturated MOSFET, is defined, in the long-channel limit,

as the transconductance, gm, according to [Pierret , 1990, p.82–83]:

gm =
∂IDS

∂VGS

= µCox
W

L
(VGS − Vth) (2.6)

Through this proportionality, gm-degradation directly reflects the dose-dependence of

(2.5), provided that the effect of ∆Vth is obviated by taking the maximum value of

the slope of the ID-VGS curve, max{gm}. Invoking (C.19), the explicit dependence of

17Compared to the bulk mobility described in (C.31), which accounts for both lattice and ionized-
impurity scattering, the effective mobility of MOS carriers in the channel is lowered by the effects of
collisions with the Si surface. Rather than replacing the µni term, this actually introduces a third
term (µns) into (C.31) which is weighted by Eox, being more significant as stronger fields attract
more carriers to the surface. Henceforth, references to µn or µp in MOS context shall refer to
this effective mobility, despite having omitted a quantitative description of the µns term heretofore
[Pierret , 1990, p.70–73].

18Since the polarity of ∆Nit matches that of the majority carriers in both nMOS and pMOS
devices, (2.5) can be generalized to describe the mobility dependence of each, but is merely presented
in nMOS form for simplicity.

19A typical value of αµ that has been used for a wide variety of experimental conditions is 8± 2×
10−13 cm−2 [Winokur , 1989, p.213].



2.1. TOTAL DOSE EFFECTS 73

gm on dose through Nit is:

max{gm} = max

{
µoCox

1 + αµKitnoxD
2/3

W

L
(VGS − Vth)

}
(2.7)

Given its evident dependence on both the thickness (tox) and quality (αµ, Ki, µo) of

the gate oxide, this quantity has been measured for the aforementioned devices as

part of the characterization of the target manufacturing process (cf. Footnote 15),

with the results depicted in Figure 2.7 and Figure 2.8.

For the nMOS devices under worst-case bias in Figure 2.7(a), the variations of gm

with dose are quite small, but also non-monotonic, violating the relationship in (2.7).

The undulations, in particular the increases above 300 krad(Si), invoke the character

of Figure 2.5 and suggest the influence of ∆Not. Although typically a second-order

effect [Dressendorfer , 1989a, p.271], positive charge trapped in the thicker spacer

oxides over the lightly-doped drain (LDD) regions of an nMOS transistor can play

a role in gm-degradation [Holmes-Siedle and Adams , 2002, p.185]. By increasing

the surface doping at the edges of the channel, such charge effectively extends the

source and drain regions, thereby shortening the channel and increasing gm through

decreasing L in (2.6) [Hughes and Benedetto, 2003; King et al., 2000].20 In the absence

of the positive oxide field required to increase the ∆Not yield and charge moment,

the nMOS pair in Figure 2.7(b), biased with VGS = 0, exhibits the steady decline

predicted by the general form of (2.7).

Although the absolute degree of gain loss in Figure 2.7(a) is small, this near-

monotonicity of Figure 2.7(b) is more desirable, reflecting well-understood physical

mechanisms and permitting the design of circuits which can take advantage of the

expected trend (e.g., Section G.2.2.2). However, since it is not possible to operate

nMOS devices with VGS =0 in most analog contexts, the alternative is to consider the

behavior of the pMOS pair in Figure 2.8. Aside from the 1-Mrad(Si) dose step, where

trapped charge in the spacer oxide may become sufficient to widen the channel and

further depress gm, the responses of both devices closely match the fit line for (2.7).

20That ∆Not results in a mounting slope of the gm-curve at high dose, regardless of the underlying
mechanism, is notably opposite to the trend of ∆Vth, as is the fact that ∆Nit leads to a drop in gm

under low dose conditions.
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Figure 2.7: Measured gm-degradation of nMOS pairs from target process whose ∆Vthn

is described in Figure 2.5. Again, (a) N1–N4 are irradiated with VG =2.5 V and (b)
N5/N6 with VG =0 V. Markers indicate measured data points.
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Figure 2.8: Measured gm-degradation of pMOS pair from target process under zero-
bias (VGS =0 V). Below 1 Mrad(Si), the average behavior of max{gm} for devices P1
(in blue) and P2 (in green), whose ∆Vthp is described in Figure 2.6, is fit to (2.7) (in
red). Markers indicate measured data points.

Despite an average drop in max{gm} of -5.35% at 1 Mrad(Si), the robust monotinicity

of these devices proves a valuable tool in limiting the worst-case power dissipation of

the front-end.

2.1.1.3 Leakage Current

Although ∆Nit buildup increases ID for VGS < Vth through its effect on the

subthreshold slope of Figure 2.4, as cited previously, a more significant rise in the

off-state current through the MOSFET, dubbed the leakage current IL [Messenger

and Ash, 1992, p.330] occurs when positive oxide trapped charges accumulate not in

the thin SiO2 film beneath the polysilicon gate, but in the much thicker field oxides

used for isolation between devices [Holmes-Siedle and Adams , 2002, p.160]. In such

cases the component of IL due to ∆Nit-induced slope changes (dubbed subthreshold
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leakage and denoted Isub) is dwarfed by charge flowing in one of two parasitic paths,21

depicted in Figure 2.9 [Dressendorfer , 1989a, p.273]: an intra-device connection from

source to drain beneath the field oxide that defines the gate width; or, an inter-device

path beneath the field oxide that separates the source/drain diffusions of neighboring

MOSFETs or well taps. In either case, this radiation-induced shunt current, Ifox, is

carried through what can be modeled as a field-oxide transistor (FOXFET) [Holmes-

Siedle and Adams , 2002, p.480], in which ∆Not is responsible for ∆Vth variations

through the same mechanisms as in the main device.

Such FOXFET ∆Vth-modulation is more severe than in standard transistors

because field oxides are typically much thicker and of much lower quality, not being

controlled by the same process tolerances. The former property significantly increases

Vth through the t2ox dependence of (2.3) whereas the latter increases the density of E ′

precursors and thus Ft [Osborn et al., 1998].22 As shown in Figure 2.10, these large

shifts in FOXFET Vth can result in an increase of several orders of magnitude in Ifox

(and, thus, the overall IL) at doses as low as 60 krad(Si).

In modern commercial CMOS and BiCMOS technologies, including that employed

here, standard field oxide isolation structures, such as the so-called bird’s beak of

Figure 2.9(a) that differentiates the local oxidation of silicon (LOCOS) technique

[Hastings , 2006, p.49], are often replaced by shallow or deep trench isolations (STI or

DTI, respectively).23 These nearly vertical grooves (cf. Figure 2.11), approximately

21Junction leakage from the source/drain terminals into the bulk constitutes a third leakage path,
but is much more significant for bipolar devices, so its treatment is left to Section 2.1.2.2. A fourth
type of leakage, ambiguously denoted as radiation-induced leakage current (RILC), can become
significant for thin-gate devices (tox < 10 nm) in which carriers are able tunnel directly from gate
to substrate with assistance from radiation-induced oxide traps [Oldham and McLean, 2003, p.495].
Whereas these IG increases can be significant for precision analog circuit operation [Larcher et al.,
1999], such effects prove negligible in this design.

22Poor Si-SiO2 interface quality also results in more Pb precursors and thus larger ∆Nit in the
FOXFET. Although, in theory, this effect is beneficial in countering the drop in threshold voltage
through rebound, and has indeed been intentionally employed in radiation-hardened processes, the
longer time scales for interface trap formation, especially in light of the limiting H+ transport through
less ordered field oxides, render such methods unreliable.

23For commercial foundries, the motivations for transitioning from LOCOS to STI, or other
dielectric isolation methods, are unrelated to radiation hardening per se and include: increased speed,
through the elimination of junction-isolation capacitances; higher densities resulting from less lateral
diffusion; and compatibility with other process steps, in light of the ease of planarization [Hastings,
2006, p.110]. However, in some instances, they can possess advantages for radiation-hardening as
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Figure 2.9: MOSFET leakage paths in LOCOS-isolated technology. Ifox is conducted
through a FOXFET formed by: (a) the source/drain diffusions of the main device
and the thick field oxide beneath the gate overhang (overhead view); (b) a metal
supply line over the thick field oxide isolating an n-well tap from a neighboring
nMOS source/drain diffusion (cut-away view). Drawing dimensions are exaggerated
for clarity. After [Dressendorfer , 1989a, p.273].
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Figure 2.10: Observed TID-induced leakage for LOCOS isolation. Though it only
accounts for Ifox leakage along the path of Figure 2.9(a), data for an nMOSFET
(tox = 50 nm) biased at VGS = 5 V during irradiation exhibit a significant increase
above 20 krad(Si). Reproduced in toto from [Holmes-Siedle and Adams , 2002, p.161].

0.5 µm deep, are ion-etched and their walls thermally oxidized before being completely

filled via SiO2 deposition [Plummer et al., 2000, p.57–60]. Capable of offering smaller

charge collection volumes than traditional LOCOS [Holmes-Siedle and Adams , 2002,

p.184], such techniques still involve a sensitive Si-SiO2 interface that can suffer from

charge trapping and thus edge leakage along the path in Figure 2.11(a) [Niu et al.,

1999]. In addition, there remains a shunt path akin to that of Figure 2.9(b) which

allows charge to flow between the source/drain and neighboring n-type diffusions,

albeit only by passing under the trench [Shaneyfelt et al., 1998, p.2584].

Having merely rotated the problematic plane by 90◦, it has been shown that,

barring sophisticated process modifications [Brady et al., 1999], nMOS devices using

STI can demonstrate just as much leakage as those isolated with LOCOS, as evidenced

by juxtaposing Figure 2.12 with Figure 2.10 [Shaneyfelt et al., 1998, p.2584]. For,

a SiGe BiCMOS technology comparable to the one employed here, sidewall leakage

well, including reduced leakage [Shaneyfelt et al., 1998] and latchup tolerance [Holmes-Siedle and
Adams, 2002, p.184].
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Figure 2.11: MOSFET leakage paths in shallow-trench-isolated technology. Ifox is
conducted: (a) between the source/drain diffusions of the main device along the
sidewall of the field-oxide-filled trench beneath the gate overhang (overhead view);
(b) along the lateral and bottom perimeter of the trench isolating an n-well tap from
a neighboring nMOS source/drain diffusion (cut-away view). Drawing dimensions are
exaggerated for clarity. After [Shaneyfelt et al., 1998, p.2585].
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2586 

m. RESULTS AND DISCUSSION 

A. Straighqorward Approach: Does It Work? 
We first illustrate the total-dose radiation hardness of STI 

transistors processed with the straightforward approach of 
forming a traditional hardened field oxide in the shallow- 
trench isolation. Capacitor test structures (siliconhardened 
field oxide/metal gate) fabricated using this same hardened 
field oxide show little charge buildup after irradiation at 5 V to 
total doses above 1 Mrad(Si02). Thus, it might be expected 
that transistors and ICs fabricated with this hardened field 
oxide would be hard to at least 1 Mrad(SiOz), consistent with 
previous non-STI IC data using a comparable hardened field 
oxide [3]. Figure 4 shows a series of subthreshold I-V curves 
measured on 0.75 x 20-pm n-channel transistors irradiated in 
steps to 1 Mrad(Si02) at a dose rate of 167 rad(SiOZ)/s. The 
I-V curves were taken less than 1 minute following exposure. 
The gate-to-source bias during irradiation was 5 V. The data 
exhibit excess leakage current due to radiation-induced charge 
buildup in the field oxide 121 at total-dose radiation levels less 
than 30 krad(SiO2). At only 100 krad(SiOz), the drain-to- 
source leakage current at 0 V gate-to-source bias exceeds 
1 PA. In this case, parasitic sidewall transistors (path 1 in 
Fig. 2) caused large radiation-induced leakage currents, as 
evidenced by the observed shoulder in post-irradiation I-V 
curves. Note that leakage current from n+ to n-well beneath 
the trench (path 2 in Fig. 2) does not exist in the test structure 
used to obtain the data presented in Fig. 4. The test structures 
were designed so that the polysilicon gate terminated on the 
trench isolation and there was no n-well near the test structure. 
These results are similar to those obtained for the unhardened 
CMOS6 technology using LOCOS isolation. 

High leakage currents at relatively low total doses were 
also observed in identically processed 16K-bit SRAM test 
chips (the TA786). The TA786 is organized in a 2Kx8 
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Figure 4: Subthreshold I-V curves for n-channel transistors 
irradiated at room temperature in steps to 1 Mrad(Si02) using 
10 keV x-rays at 167 rad(Si02)/s. 
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Figure 5: The change in 16K-bit SRAM static power supply 
leakage current normalized to its pre-irradiation value versus 
transistor IDS(VGS = 0 V). Transistors and SRAMs were biased 
at 5 V during irradiation. 

architecture and designed to operate at 5.0 k 0.5 V. 16K-bit 
SRAMs failed functionally at total-dose radiation levels from 
80 to 100krad(Si02). As expected [18,19], there is a good 
correlation between n-channel transistor IDS (VGS=O V) and 
16K-bit SRAM static leakage current (IDD) as illustrated in 
Fig. 5 .  Based on these data, the parasitic sidewall leakage 
current path (path 1 in Fig. 2) is the primary IC failure 
mechanism for this STI technology. Thus, in the following 
sections we will focus on methods to eliminate radiation- 
induced leakage current along the sidewall, and investigate 
possible mechanisms that limit the total-dose radiation 
response of STI. 

B. Mechanisms Limiting Trench Hardness 
We have shown that the straightforward approach of using 

a traditional hardened field oxide as the trench insulator does 
not work. Before we can explore the mechanisms that limit 
the total-dose radiation hardness of STI, we must review the 
process flow used to manufacture STI [5,8,11]. First, a 10-nm 
pad oxide is grown on the wafer and a 250-nm nitride is 
deposited on the oxide. The nitrideloxide structure is then 
patterned and etched to define the trench regions. The silicon 
is then reactive ion etched to a depth of 0.5 pm and the trench 
is overfilled with the desired trench insulator. CMP is used to 
planarize the trench fill. Finally, the original nitride/oxide 
films are removed from the silicon active regions and ideally 
we are left with a trench isolation that extends above, or is 
level with, the active silicon region. However, in practice it is 
difficult to precisely control the final level of the trench 
insulator [12]. This is because etch processes used to remove 
the nitride and oxide pad structure will also etch the trench 
insulator. In addition, any subsequent process steps before 
gate oxidation (e.g., pre-gate oxidation cleans) may further 
etch the trench fill. If the trench insulator becomes recessed 
below the silicon active region, the gate oxide will wrap 
around the silicon corner as illustrated in Fig. 6. 
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Figure 2.12: Observed TID-induced leakage for shallow-trench isolation. Though
only accounting for Ifox leakage along the path of Figure 2.11(a), these data, obtained
by illuminating a 20/0.75 nMOSFET biased at VGS = 5 V with 10-keV X-rays at
167 rad(SiO2)/s, exhibit a significant increase above 50 krad(Si), rendering STI only
about 2.5× better than LOCOS (cf. Figure 2.10). Reproduced in toto from [Shaneyfelt
et al., 1998, p.2586].

along the face of the trench, with the FOXFET ∆Not exhibiting a strong dependence

on the field produced by VG during irradiation, has been reported [Niu et al.,

1999]. However, for STI just as for LOCOS [Oldham et al., 1987], processes-specific

properties of the field oxide such as its thickness and quality render it “basically

impossible to predict the response of such an oxide, without studying the particular

oxide in question,” [Oldham and McLean, 2003, p.495]. To that end, IL measurements

of representative nMOS transistors from the target manufacturing process were

conducted using a 60Co source to reach TID levels up to 2 Mrad(Si).24 Reported in

[Wang , 2009], these confirm the rise in off-state current, and are both quantitatively

24In place of the MK832A test vehicle described previously, a custom set of test structures
were included on the SVADC-1 die fabricated by Stanford University in National Semiconductor
Corporation’s BiCMOS8iED process (cf. [Wang , 2009] for greater detail) to facilitate these
measurements, all of which were conducted through a collaboration between engineers from Stanford
and The Aerospace Corporation. There is believed to be little difference between the MOS structures
and the dielectric isolation used on both chips.
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and qualitatively comparable to Figure 2.12, with IL growing by about 3(6) orders of

magnitude at 100 krad(Si)(1 Mrad(Si)).

2.1.1.4 Noise

Recall from Section C.2.5 that oxide traps in the form of E′ centers that occur within

2–3 nm of the Si-SiO2 interface are known as borders traps and can exchange carriers

with the bulk over a wide range of time scales encompassing those of both slow Not

(>1 s) and fast Nit (<1 s) sites [Fleetwood et al., 1994b, p.1953]. After two decades of

research, it is now believed that these defects, arising from oxygen-vacancy precursors,

are responsible for flicker, or 1/f noise, in MOSFETs, which is characterized by

an increasing spectral density with decreasing frequency [Fleetwood et al., 2002].

Just as for the CTRW transport model (cf. Section C.2.3), this inverse frequency

dependence arises from considering a random process with a trapping time δ, given

by a distribution, P (δ), that possesses not one but a wide range of characteristic time-

constants. If, once again, that broad distribution can be represented by P (δ)∝ δ−1

for δ1 ≤ δ ≤ δ2, then its power spectral density (PSD, in V2/Hz) is known to obey

[Xiong et al., 2002, p.2718]:

S(ω) ∝
∫ δ2

δ1

δ

1 + δ2ω2
P (ω) dδ ∝ ω−1 for ω2 ≤ ω ≤ ω1 (2.8)

For a MOSFET biased in the linear regime (VDS<VGS−Vth) at room-temperature,

experimental data largely conform to a semi-empirical model which captures that

proportionality through two constants, KF and αF, as [Scofield et al., 1989, p.1949]

Sv(f) =
KF

fαF

(
VDS

VGS − Vth

)2

(2.9)

where Sv(f) is the power spectral density of the noise voltage referred to the drain.

The exponent αF, typically in the range 0.75–1.10 [Meisenheimer and Fleetwood ,

1990, p.1697], accounts for deviations from ‘true’ 1/f noise,25 whereas the coefficient

25The result in (2.8) only holds provided that the corresponding distribution of activation energies
over the range E1 ≤E ≤E2, being related to δ by δ= δoe

−E/kT , is constant. In reality, there is a
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KF can be interpreted as the normalized drain voltage PSD, independent of the bias

voltages in the parenthetical term [Messenger and Ash, 1992, p.701].

Assuming that the requisite underlying random process is, in fact, the action of

border traps capturing carriers near the surface, giving rise to stochastic fluctuations

in the carrier number density [Fleetwood et al., 1994b, p.1954],26 and assuming that

the areal border traps energy density, Dbt, is uniformly distributed in space (within

2–6 nm of the oxide) [Fleetwood et al., 1994b, p.1956] and in energy (within a few

kT of EF at the surface) [Fleetwood et al., 2002, p.2675],27 then it has been shown

by Scofield et al. [1989] that KF is approximately proportional to Dbt [Meisenheimer

and Fleetwood , 1990, p.1696] according to

KF = Dbt
q2kT

C2
oxWL

ln−1 δ2

δ1

(2.10)

To confirm this causative relationship with Dbt, Meisenheimer and Fleetwood

[1990] and others [Fleetwood et al., 1994b, 2002; Xiong et al., 2002] showed that

the radiation-induced change in KF, ∆KF, is proportional to ∆Not, but shows no

correlation with ∆Nit below 10 kHz [Meisenheimer and Fleetwood , 1990, p.1700]; if

interface traps are not relevant, and if border traps are the only oxide traps capable

of exchange charge with the bulk, then by deduction, Nbt must be responsible for the

1/f noise. Assuming that, prior to irradiation Nbt∝Not, since they share common

temperature-dependent distribution of activation energies for the E′ centers, P (Eo). But, as long
as P (Eo) is slowly varying with kT around EF, then (2.9) holds with αF in the stated range [Xiong
et al., 2002, p.2719].

26In practice, 1/f noise also reflects random variations in the mobility of channel carriers as
a result of scattering off interfacial traps [Fleetwood et al., 1994b, p.1654], but the dominance of
number fluctuation is presumed dominant in this model [Fleetwood et al., 2002, p.2675].

27Such conditions on border trap locations and energies, which are required for an analytical
solution, may seem overly restrictive and unphysical. This is because the model in question assumes
that carrier trapping takes the form of thermally activated tunneling, which would only occur
with the required frequency profile for moderate activation energies. However, the actual trapping
mechanism involves a conformational change in the E′ center once it has captured an electron. This
so-called network relaxation raises the trap energy level from below EF, which favored e− capture, to
above it, which favors emission. Thus, Eo (cf. Footnote 25) and δ actually represent the energy and
time, respectively, that are required for thermal reconfiguration of the defect, not the tunneling in
and out of the trap, since the former process is rate-limiting in terms of the 1/f dynamic [Fleetwood
et al., 2002, p.2678]. Nevertheless, (2.10) succeeds in describing the observed behavior.
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oxygen-defect precursors, and further assuming that the cross-section for the capture

of an electron by a border trap is the same as that for the capture of a hole by an

oxide trap, then from (C.17), Dbt'Ft/Egσpt. Combining this with (2.9) and (2.10)

gives [Scofield et al., 1989, p.1950]:

Sv(f) =
1

fαF

q2kT

C2
oxWLEg

Ft

σpt

(
VDS

VGS − Vth

)2

ln−1 δ2

δ1

(2.11)

The dose dependence of 1/f noise is contained in three terms of (2.11): it increases

due to radiation-induced ∆Nbt via the trapping fraction Ft; it varies inversely with

the ∆Vth variations described previously, which can be positive or negative depending

on device type and dose; and assuming constant current, it increases as Vds grows

to compensate for mobility degradation [Fleetwood et al., 1994b, p.1959]. The net

effect of the first influence is represented in Figure 2.13, which demonstrates that

for an nMOSFET ∆Nbt leads to nearly an order of magnitude increase in Sv(f) at

500 krad(Si).

To better anticipate the radiation susceptibility of Sv(f) for transistors in the

target process, Figure 2.14 shows data obtained by Anelli et al. [2001] for variations

of KF (which they call Ka) in a 0.25-µm CMOS technology irradiated up to

100 Mrad(Si). At 54 Mrad(Si), the pMOS(nMOS) devices show an 1.6×(3.5×)

increase in 1/f noise, which is representative of both the 1.5×–5× range associated

with modern oxide thicknesses and the tendency for pMOS degradation to be slightly

more pronounced. Additionally, KF for the pMOS device is nearly an order of

magnitude lower than for the nMOS, as is expected since the oxide tunneling barrier

for holes is higher than that for electrons [Anelli et al., 2001, p.365] and it does not

benefit from annealing, since hole traps are not effectively neutralized unless negative

bias is employed [Fleetwood et al., 1994b, p.1961].28 Finally, though not pictured,

Anelli et al. [2001] reports only negligible variation in MOSFET thermal noise as a

function of TID, justifying the exclusive consideration of KF in this work.

28During an anneal, negative(positive) bias attracts holes(electrons) to the border traps, and
expels electrons(holes) filling the traps so that there are less available to extract holes(electrons)
from the pMOS(nMOS) channel current, reducing its noise.
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Figure 2.13: Dose dependence of 1/f noise PSD for an nMOS transistor (W/L=16/3)
with a moderately radiation-hardened oxide when irradiated with 60Co. To isolate
the effect of ∆Nbt, VDS and the overdrive voltage (VGS−Vth) were held constant across
all steps. Reproduced in toto from [Fleetwood et al., 1994b, p.1959]

2.1.2 Bipolar Transistors

Although modern bipolar technologies have the potential to be fairly robust to

the effects of total dose irradiation [Holmes-Siedle and Adams , 2002, p.240],29 in

practice they are subject to gain, leakage, and noise degradation mechanisms whose

severities are determined by process subtleties that typically receive little attention

from manufacturers and thus vary widely within and between foundries [Messenger

and Ash, 1992, p.333]. The quality of the as-processed Si(SiO2) not only controls

the initial concentrations of bulk(oxide and interface) trapping sites responsible for

minority and majority effects (cf. Section C.3.4 and Section C.3.5), but influences the

29The distinction between modern, integrated BJTs and their discrete forerunners is pronounced.
The latter, which were discovered ex post facto to be responsible for the Telstar failure described
in Footnote 1 of Chapter 1 [Pease, 2003, p.539], are much more susceptible on account of their
larger charge collection volumes and the secondary radiation produced by photo-ionization of their
packaging [Holmes-Siedle and Adams, 2002, p.227].
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Fig. 5. White noise excess factor as a function of the device gate
lengths for devices in weak (w.i.), moderate (m.i.) and strong (s.i.)
inversion. The values are calculated taking also into account the
substrate resistance noise. The values for the p-channel transis-
tors in moderate inversion are not well visible being almost
coincident with those of the n-channel transistors in weak
inversion.

Fig. 6. 1/f noise constant after irradiation and annealing as
a function of the total dose.

in Eq. (6), making it impossible to obtain C values
close to 1. In fact, hiding n in C will give the
impression of having an excess noise factor of at
least n.

For devices with ¸"0.36 and 0.5 lm we also
measured the noise spectrum in strong inversion
for drain voltages varying from 0.5 to 2.5 V
(i.e. always in saturation). We have noted a small
increase of the white noise with <

DS
, but only of a

few percent.

4.3. Post irradiation results

The total dose requirements for the LHC experi-
ments over a life cycle of 10 years vary from less
than 10 krad in the experimental cavern to 30 Mrad
in the detectors close to the interaction point. We
irradiated two pairs of devices (¸"0.5 and
0.78 lm) up to a total dose of 100 Mrad (SiO

2
)

under bias.
The relationship between 1/f noise and radiation

e!ects in MOS transistors has been extensively
studied, for example, in Ref. [22], where it is ex-
plained that the 1/f noise degradation correlates
strongly with the increase of the oxide-trap charges
after irradiation. We have irradiated our devices to
a total dose well beyond the LHC requirements to
try to verify experimentally this correlation on the
studied technology. Even if we have qualitatively

remarked this behavior, it was not possible to make
an exact correlation due to the very low degrada-
tion of the static parameters (threshold voltage and
subthreshold slope) after irradiation, which could
not be resolved with the measurement setup accu-
racy. The results are reported in Fig. 6, where the
1/f noise parameter K

!
is plotted as a function of

the total dose. After the annealing we have seen
that for the n-channel devices the decrease of the
oxide traps is con"rmed by a decrease in the 1/f
noise. For the p-channel devices we measured a de-
crease of the oxide traps and an increase of the 1/f
noise. A similar behavior has been observed in Ref.
[22], where it has been explained by the positive
bias during annealing.

Also, the white noise increase after 100 Mrad
(SiO

2
) is very small in all inversion regions (max-

imum 15% for n-channel devices and 7% for p-
channel devices, expressing the noise in V/JHz);
the noise levels after annealing stay roughly con-
stant for the p-channel and increase of a few percent
for the n-channel transistors. The noise increase is
explained by the lowering of the transconductance
and by an increase of C. For n-channel transistors
the square root of C increases by a maximum of
10% after 100 Mrad (SiO

2
) and 15% after anneal-

ing. The corresponding values for p-channel devi-
ces are 4% and 5%.

From the results after irradiation we can con-
clude that the white noise increase is not a problem
for our low-noise purposes. On the other hand, if
the circuit architecture chosen is sensitive to 1/f
noise, care must be taken in trying to minimize this

G. Anelli et al. / Nuclear Instruments and Methods in Physics Research A 457 (2001) 361}368 367

Figure 2.14: Dose dependence of KF in a 0.25-µm CMOS technology with tox = 5.5
nm. Two pairs of large nMOS and pMOS devices (W/L = 2000/0.5 and W/L =
2000/0.78) were irradiated using 10-keV X-rays then annealed, both under worst-
case bias conditions at room temperature. Reproduced in toto from [Anelli et al.,
2001, p.367]

amount of TDD(TID) damage accumulated. Such process sensitivities dictated that

the npn BJTs in the target manufacturing process be subject to irradiation in order

to characterize their TDEs.30 In light of these results, which are described below, the

succeeding discussion applies to n-type minority carriers, unless otherwise noted.

2.1.2.1 Beta Degradation

The primary TDE observed in BJTs is degradation of their common-emitter current

gain, β,31. with dose as a result of both ionizing and non-ionizing mechanisms. To

30As explained in Section 3.2.1, the target technology is non-complementary, offering only an
inferior substrate pnp. Without an initial intent to use this transistor in the front-end design, it
was, regrettably, not characterized. However, the impact of its presumed total dose response is
addressed in Section 6.4.3, in light of expectations derived from the general pnp behaviors described
in this section.

31Throughout this document, bipolar current gain refers to the common-emitter current gain,
Ic/Ib, which is a function of injection level, VBE, and frequency, and denoted by the symbol β, rather
than the classic hFE. For further clarification on variations of this definition, consult Section E.1
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separate these effects, the reciprocal of the gain can be represented as [Messenger and

Ash, 1992, p.228]:
1

β
=

1

βbr

+
1

βsr

+
1

βee

(2.12)

where the three addends are known as the bulk (or volume) recombination term

(βbr), the surface recombination term (βsr), and the emitter efficiency term (βee),

respectively. The last of these is the primary determinant of the initial gain, βo,

and is responsible for its quadratic temperature dependence, but can be considered a

constant under radiation [Messenger and Ash, 1992, p.228].

∆βsr Contribution

For ionizing radiation in the form of radiation-belt protons and electrons, the second

term becomes dominant, since it reflects the increase in Not and Nit with TID

[Messenger and Ash, 1992, p.228]. To see this explicitly, βsr, which is simply the

ratio of the emitter current, Ie, to the fraction of the base current that results from

carrier trajectories which lead to recombination at the surface, Is, can be expressed

as [Messenger and Ash, 1992, p.334]:

1

βsr

=
Is

Ie

=
AsWb

AeDn

Sn (2.13)

where As is the surface area for the surface recombination, Dn is the diffusion constant

for minority carriers (e−) in the base, and Sn is the surface recombination velocity.32

Next, consider the influence of ∆Not and ∆Nit on each of these three quantities, in

reverse order.

The surface recombination velocity, Sn,33 can be interpreted as the reciprocal

analog of τn for recombination of minority carriers taking place at the Si surface,

32The remaining terms in (2.13) are considered constants under radiation, as they reflect geometric
properties, namely the emitter area (Ae) and base width (Wb).

33Comparing (C.24) and (2.14) through dimensional analysis, recombination at the surface is
defined by a velocity, S, rather than a time constant, such as τ , because the density of recombination
sites, Ns, is areal, not volumetric like Nt. Sn can be interpreted as the tendency of carriers in the
base that drift toward the surface to recombine there, rather than in the bulk and ranges from 0 (no
surface current, hence no surface recombination) to υT (surface recombination with unit probability,
hence maximum surface current) [Messenger and Ash, 1992, p.47].
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rather than the bulk, and is defined as [Messenger and Ash, 1992, p.47]:

Sn = NsσnυT (2.14)

where Ns is the areal density of surface recombination sites, and σn and υT are

capture cross-section and thermal velocity of the minority carriers, respectively. At

the surface, those recombination centers, Ns, are interface traps, Nit, as opposed to

bulk recombination centers, Nt, such as the divacancy and vacancy-donor defects that

govern τn. Thus, (2.14) can be re-written to explicitly reflect its proportionality to

Dit [Messenger and Ash, 1992, p.325]:

Sn =
πυTkT

2
√
σnσp

Dit (2.15)

Given that the cross-sections do not vary appreciably with dose, (2.15) implies that,

under radiation,34 ∆Sn∝∆Nit [Pease, 2003, p.540].

∆Nit is also responsible for a drop in the diffusion constant at the surface, ∆Dn,

since the latter is proportional to mobility through Einstein’s relation: ∆Dn = kT
q

∆µn.

The mobility degradation described by (2.5) suggests that at high doses ∆Dn ∝
1/∆Nit.

Finally, radiation-induced changes in the surface area available for base recombi-

nation, ∆As, depend not on ∆Nit but ∆Not, since the latter result in surface potential

variations that, in turn, affect the extent of the emitter-base (E-B) and collector-base

(C-B) depletion regions [Messenger and Ash, 1992, p.333]. Furthermore, the modified

surface potential impacts the number of occupied interface traps by shifting the local

Fermi level [Pease, 2003, p.540]. This, in turn, modifies Dit and can further enhance

∆Sn through their proportionality in (2.15) [Srour and McGarrity , 1988, p.1449].

These complex dependencies of ∆Sn, ∆Dn, and ∆As on ∆Nit and ∆Not render it

impossible, at present, to arrive at a theoretical expression for the dose dependence

of ∆βsr via (2.13), despite having captured ∆Not(D) and ∆Nit(D) in (C.18) and

(C.19), respectively [Messenger and Ash, 1992, p.339]. The quest to predict ∆βsr(D)

34This relationship only holds for low doses. Above 10 Mrad(Si), Sn begins to saturate [Messenger
and Ash, 1992, p.337] whereas, according to Section C.2.6, ∆Nit does not saturate with dose.



88 CHAPTER 2. RADIATION EFFECTS

is further hampered by the fact that such surface effects are highly process-dependent,

depending in particular on the oxide growth steps [Holmes-Siedle and Adams , 2002,

p.222]. Unlike the gate oxide responsible for ∆Not in MOSFETs, the oxide in question

for BJTs is simply a thermally grown passivation layer used to seal the underlying

E-B and C-B junctions; it is typically much thicker [Holmes-Siedle and Adams , 2002,

p.205] and not as well controlled [Messenger and Ash, 1992, p.345], leading to more

charge accumulation and manufacturing variability [Pease, 2003, p.541].

Nevertheless, it is possible to extract trends in the general behavior of ∆βsr(D),

which are typically expressed in terms of its reciprocal, ∆β−1
sr . First, it has been

empirically determined that in many cases ∆β−1
sr exhibits an inverse power-law

dependence on dose such that

∆β−1
sr ∝ Dn (2.16)

where 0.5 ≤ n ≤ 1 [Messenger and Ash, 1992, p.339]. Since the polarity of ∆Not

for npn(pnp) devices favors(hinders) surface recombination [Schmidt et al., 1996],

increasing(decreasing) Is, n tends toward the upper(lower) end of the range, and

may even be super-linear [Pease, 2003, p.546]. However, for lateral and substrate

pnp transistors, whose geometries favor more surface conduction than their vertical

counterparts,35 TID sensitivity can be extremely high, as shown in Figure 2.15,

causing failures at just 10 krad(Si) [Messenger and Ash, 1992, p.345]. Note that

the nonlinear βsr-degradation of (2.16) usually occurs at lower doses than that of βbr

[Holmes-Siedle and Adams , 2002, p.208].

Secondly, returning to (2.13), it can be shown that because Is and Ie are both

proportional to powers of eVbe/nVT , 1/βsr ∝ 1/
√
Ie, or, in turn [Messenger and Ash,

1992, p.336],

∆β−1
sr ∝

1√
Ie

(2.17)

implying that gain degradation is greater at lower emitter currents. This simply

reflects the fact that, for low-level injection, more of the minority carriers are

35The geometries of these devices are presented briefly in Section 3.2.1.4 and Section 3.2.1.3.
For the purposes of this section, the prevalence of surface recombination in a substrate pnp, which
features vertical structure, derives from the non-idealities of its emitter diffusion, which is somewhat
shallow and has a high perimeter-to-area ratio.
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Figure 2.15: Beta degradation of npn, substrate pnp, and lateral pnp transistors.
Plotted in terms of ∆h−1

fe (or ∆β−1), the sensitivities of the surface-conducting pnp
classes are nearly an order of magnitude higher than those of their npn counterparts.
Reproduced in toto from [Messenger and Ash, 1992, p.345]

transported near the surface, increasing the importance of field-assisted recombination

there [Holmes-Siedle and Adams , 2002, p.223]; the lower absolute value of βsr for low

currents means ∆β−1
sr is larger and 1/βsr dominates (2.12). At the other extreme, high-

level injection conditions lead to an increase of Wb in (2.13) through the Kirk effect,

also lowering βsr and increasing ∆β−1
sr [Messenger and Ash, 1992, p.340]. Thus, the

minimum βsr-degradation occurs for devices which are biased at the operating point

corresponding to maximum pre-irradiation β [Messenger and Ash, 1992, p.339].

To assess the TID vulnerability of the passivation oxides employed in the target

manufacturing process, given the uniqueness cited previously, a series of representative

npn BJTs from the aforementioned test vehicle (cf. Footnote 15) were exposed to
60Co γ-rays in steps up to 1 Mrad(Si).36 The canonical β-vs-VBE curves at each step

36The relevant section of the MK832A chip (Quad J04) contained seven distinct npn bipolar
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Figure 2.16: Measured β-degradation of representative npn BJT from target process.
At 1 Mrad(Si), the peak β of a device with Ae = 0.4 x 0.7 µm2 exhibits ∼ −18%
degradation (irradiation bias: VCE = 2.5 V). Exacerbated high-level injection effects
are evidenced by variation of β for Vbe > 1 V. Markers indicated measured data
points.

are plotted in Figure 2.16 for a device whose emitter area (0.4 x 0.7 µm2) reflects

the predominant size employed in the LNA. As expected, the pre-irradiation curve

suffers from reduced gain at both low and high injection levels, resulting in a peak

near VBE = 0.9 V. Figure 2.17 plots this peak β as a function of dose, along with a

fit to (2.16) that yields n= 0.918, which is consistent with npn theory. In addition,

it attests that devices biased at peak β, so as to obtain minimum ∆β−1
sr , experience

βsr-degradation of nearly −18% at 1 Mrad(Si).

transistors of varying size (no shared terminals), six of which were laid out in a CBE configuration,
with emitter lengths ranging from 0.4–20 µm. The seventh, a rotated BEC device, was not considered
in this work. For the remainder, irradiation bias conditions consisted of grounding all active pins
except collectors, such that VCE =2.5 V.
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Figure 2.17: Measured degradation of peak β fit to (2.16). Data points (in blue)
correspond to maxima of curves in Figure 2.16 (as well as those of additional dose
steps omitted for clarity). A power-law exponent of n=0.918 conforms to the accepted
range and yields a good fit (in green) since β is dominated by βsr for 60Co radiation.

∆βbr Contribution

Turning now to the first term of (2.12), 1/βbr accounts for the recombination

of minority carries in the bulk, primarily in the neutral base, neutral emitter,

and the E-B depletion region [Pease, 2003; Srour and McGarrity , 1988, p.1449,

p.544] and dominates 1/β for TDD exposures [Messenger and Ash, 1992, p.228].

The displacement damage produced by non-ionization radiation decreases the bulk

minority-carrier lifetime (cf. Section C.3.4) and this, in turn, directly reduces βbr,

defined as Messenger and Ash [1992][p.334]:

1

βbr

=
W 2

b

2Dn

1

τn

(2.18)
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Unlike (2.13) for βsr, here Dn and Wb in the bulk are unaffected by displacement

damage, so βbr admits to a more formal expression of its radiation dependence—it

follows directly from (C.3.4):

∆β−1
br =

1

βbr

− 1

βbro

=
φD

KτωT

(2.19)

This is known as the Messenger-Spratt equation [Messenger , 1973] and expresses the

βbr-degradation in terms of the TDD fluence φD, and the damage factor Kτ , along

with the unity gain frequency of the BJT, ωT. The damage factor is identical to that

of ∆τn, which in general is larger than that of ∆τp (cf. Footnote 45 of Appendix C)

by a factor of three,37 suggesting that npn BJTs are less sensitive to βbr-degradation

than their pnp counterparts [Holmes-Siedle and Adams , 2002, p.212].

Whether caused by increased Sn or decreased τn, the degradations of βsr and βbr,

respectively, fundamentally reflect a radiation-induced increase in minority carrier

recombination. Just as during nominal operation, the corresponding majority carriers

that take part in this process are provided by the base current, Ib. Thus, for moderate

degradation levels, the net ∆β−1 is reflected in a corresponding ∆Ib'∆β−1 with Ic

approximately constant [Messenger and Ash, 1992, p.339]. Historically, this effect is

confirmed by representing data such as that of Figure 2.16 with a Gummel plot [Pease,

2003, p.540], in which IB and IC are plotted logarithmically against VBE. The result,

depicted in Figure 2.18, indicates that for a given VBE, IC changes negligibly after a 1-

Mrad(Si) exposure.38 Over the range of VBE corresponding to peak β (namely, 0.8V≤
VBE≤1V) in which the transistor is biased to minimize ∆β−1

sr as recommended above,

the recombination terms of (2.12) dominate and the post-irradiation IB markedly

increases. In addition, the sub-VT base current exhibits a measurable increase at

1 Mrad(Si) indicative of the leakage phenomena described next.

37Typical values of Kτ for an npn transistor at an injection level of 10−3 are: 5×105–7×105 s/cm2,
for 1-MeV neutrons (standard to which all other particles are usually referenced); 3×104–1×105

s/cm2 for 20-MeV protons; and 2.5×107–3×108 s/cm2, for 3-MeV electrons [Messenger and Ash,
1992, p.739].

38Rather than being constant, as assumed above, the 1/βee term of (2.12) is shrinking as the
neutral emitter surface resistivity and the effective Wb decrease in response to variations of the
surface potential for VBE>0.8 V, as reflected by the slight increase in IC
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Figure 2.18: Gummel plot corresponding to measured β-degradation at extremes of
Figure 2.16. For clarity, markers indicating measured data points are down-sampled
by two and those below 100 fA are omitted entirely.

2.1.2.2 Leakage Current

Much as for MOSFETs (cf. Section 2.1.1.3), ionizing radiation can activate multiple

leakage paths in bipolar designs through the introduction of positive ∆Not in isolation

structures composed of thick field oxide [Pease, 2003, p.544]. Figure 2.20 depicts two

paths, analogous to those of Figure 2.9, for the case of recessed field oxide (ROX)

isolation [Messenger and Ash, 1992, p.348]: an intra-device channel between emitter

and collector that forms along the ROX sidewall when ∆Not inverts the base doping;

and an inter-device path between the n+ buried layers of adjacent npn transistors

that is formed when the surface of the p+ guardband beneath the ROX, which would

otherwise act as a channel stop, is inverted, forming a conductive channel [Pease

et al., 1983].

To mitigate the latter effect, modern bipolar and BiCMOS technologies employ
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Figure 2.19: Cut-away of BJT leakage paths in ROX-isolated technology. Positive
charge trapped in the recessed field oxide can invert both its sidewall, permitting
leakage from collector to emitter, and its bottom surface, allowing leakage between
the buried layers of neighboring vertical npn (vnpn) BJTs. Drawing dimensions are
exaggerated for clarity. After [Pease et al., 2001, p.544].

a deep trench isolation (DTI) scheme, similar to the STI method of Figure 2.11, in

which a narrow but deep groove (5–6 µm in some cases [Enlow et al., 1989, p.2415])

is etched vertically between the buried layers of neighboring devices and a thin liner

oxide is grown before it is filed via the deposition of undoped polysilicon [Hastings ,

2006, p.61]. Although the polysilicon is typically left floating [Enlow et al., 1989,

p.2415], this structure, once again, constitutes a vertical, parasitic FOXFET, which

is subject to hole trapping and thus inversion of the p-type substrate, resulting in

the leakage paths shown in Figure 2.20. Even with the inclusion of the p+ channel

stop beneath the trench, as was done for ROX to increase the threshold voltage of

the FOXFET, the negative ∆Vth, corresponding to the ∆Not of Figure 2.21, can be

severe enough to permit leakage beneath the DTI.

Furthermore, the DTI technique fails to eliminate the shunt current from collector-

to-base, ICBO, along the path in Figure 2.20, whose increase is limned in Figure 2.22.

In addition to this sidewall current, ICBO may also contain a component of leakage

current along the surface, should the base doping at the interface be inverted due

to excessive Not build-up in the passivation oxide [Holmes-Siedle and Adams , 2002,

p.224]. Taken together, these paths can increase the net ICBO by an order of
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Figure 2.20: Cut-away of BJT leakage paths in DTI-isolated technology. Positive
charge trapped in the trench oxide can invert both its sidewall, permitting leakage
from collector to emitter, and its bottom surface, allowing leakage between the buried
layers of neighboring vertical npn (vnpn) BJTs. Drawing dimensions are exaggerated
for clarity. After [Enlow et al., 1989, p.2416].

magnitude at 200 krad(Si), as shown in Figure 2.23.

2.1.2.3 Dose-Rate Effects

Thus far, the discussion of BJT TDEs has neglected the impact of dose rate on

the decrease(increase) in gain(leakage), when in fact this has been the subject of

much research in recent years [Pease, 2003, p.545]. Specifically, it has been shown

[Pease et al., 1983], that there exists a ‘true’ dose rate effect for integrated BJTs,

not simply a time-dependent effect, in which ∆Ib degradation can be 2–50 times

worse at low dose-rates (1.1–13.12 rad/s) than at high ones (243.6–300 rad/s) [Enlow

et al., 1991; Nowlin et al., 1992, p.1349–1350, p.2033]. The most widely accepted

explanation of this enhancement of low-dose-rate sensitivity (ELDRS) effect [Pease,

2003, p.545] hinges on the ramifications of so-called space-charge [Fleetwood et al.,

1994a], positive trapped charge in SiO2 that can only ‘hang around’ long enough to

mitigate further damage at high dose rates [Holmes-Siedle and Adams , 2002, p.237–

238]. More formally, the oxygen-vacancy precursors to the E′ centers depicted in

Figure C.8, metastable complexes known as E′δ centers [Pease, 2003, p.545], exist

throughout the oxide, providing shallow hole traps far from the surface. Since the
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Figure 6: Voltage shift due to  interface states based on the 
subthreshold charge separation technique as a function of 
total dose. 

be representative of the actual buildup of interface states. 
The sensitivity of the subthreshold technique for measur- 
ing voltage shifts is approximately 0.1 V. This technique 
is also sensitive to  lateral nonuniformities in trapped holes 
(LNUs). LNUs cause an overestimation of the number of 
interface states. Because of the slow annealing of trapped 
holes as is shown in Figure 5 ,  LNUs may contribute to the 
erratic behavior of AVi,. However, the data in Figure 6 
represents a worst case estimation of the number of inter- 
face states. The voltage shifts due to  interface states in 
Figure 6 only show at most a moderate increase of 3.0 x 
10" cm-2 (AV;t = .2) to 8.0 x 10" (AKt = .6) in the 
number of interface states. This increase is small compared 
to the as-processed interface states. 

VII. BUILDUP O F  OXIDE TRAPPED HOLES 

Because of the minimal interface state buildup, the oxide 
trapping of radiation induced holes dominates the radia- 
tion response of the AMD trench FET. Figure 7 shows 
the voltage shift due to  trapped holes as a function of to- 
tal dose. During irradiation, the trench polysilicon was 
floating. Data for irradiation with the source and drain 
grounded and biased at 5.0 V are given. The voltage shifts 
due to  trapped holes are over an order of magnitude greater 
than the voltage shifts due to interface states. Thus, the 
threshold voltage shift is approximately equal to  the volt- 
age shift due to  the trapped holes. 

The data in Figure 7 show the influence of the source 
and drain biases on the radiation response. It has been 
suggested that the difference in the radiation response is 
due to source and drain bias induced potentials in the 
trench polysilicon [3]. Based on this model, the radiation 
response of a trench FET can be influenced by biases on 
other trench FETs if the trench is continuous. The test 

Figure 7: Voltage shift due to trapped holes versus total 
dose for Trench FETs irradiated with the trench polysili- 
con floating. 

structure used in this study provided an excellent test ve- 
hicle to demonstrate this effect. Referring to  Figure 3, an 
experiment was conducted where the sources and drains of 
trench FETs 1 and 3 were biased at  5.0 V, and the sources 
and drains of trench FETs 2 and 4 were grounded during 
irradiation. The voltage shifts due to trapped holes are 
given in Figure 8 for trench FETs 1 and 2. The results for 
trench FETs 3 and 4 show a similar irradiation response 
versus total dose. These data demonstrate the influence 
of source and drain biases on the floating trench polysili- 
con, which affect all four trench FETs. The voltage shifts 
due to  trapped holes are identical for both irradiation bias 
conditions. If biases in one trench FET did not affect the 
response of the other trench FETs, the results should have 
been similar to  Figure 7. 

The source and drain bias induced potential in trench 
polysilicon for this test structure can be estimated using 
the trench geometric parameters and the following rela- 
tionship, 

where, t is the oxide thickness; A is the surface area; Q 
is the surface charge; E is the dielectric constant; VA is the 
voltage applied to the silicon adjacent to the trench; and 
V is the potential in the trench polysilicon. 

The trench structure can be separated into regions where 
biased and grounded silicon is adjacent to the trench. 
Equation 2 can be applied to each of these regions sep- 
arately. Combining these equations with the assumption 
that the net charge in the trench is zero, yields a system 
of equations which can be solved for the potential in the 
trench polysilicon. Table 2 gives the calculated potentials 
(including the work functions) for the irradiation bias con- 
ditions in Figures 7 and 8. 

The effects of the source and drain irradiation bias condi- 

Authorized licensed use limited to: Stanford University. Downloaded on May 1, 2009 at 20:22 from IEEE Xplore.  Restrictions apply.

Figure 2.21: Measured ∆Vot of DTI FOXFET with floating polysilicon. Irradiation
bias conditions for adjacent source/drain regions are indicated to demonstrate bias-
dependence of ∆Vot which dominates leakage character, exceeding ∆Vit by an order
of magnitude. Reproduced in toto from [Enlow et al., 1989, p.2419].

time scale for such a site to either release its hole (anneal) or reconfigure into a more

stable, deep trap (typically, the E′ center in Figure C.9, also known as E′γ) is on the

order of seconds to hours [Fleetwood et al., 1994a, p.1879], there is a period during

which this space-charge can mitigate the buildup of both ∆Not and ∆Nit near the

interface [Pease, 2003, p.545].

The local electric field generated by this space-charge, in conjunction with that of

any established ∆Not, deters the further accumulation of ∆Not through two methods,

represented graphically in Figure 2.24. By counteracting the local potential gradient

in the region above (in red) that otherwise drives both the separation of e− and h+ and

the downward drift of the latter [Fleetwood et al., 1994a, p.1879], it reduces the charge

yield, Fy, and retards the transport of holes to the Si-SiO2 interface. This is the same

effect responsible for the ∆Vot saturation discussed in Section 2.1.1.1. Secondly, the

larger effective field between the space-charge and the bulk Si encourages those holes
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may be introduced in the substrate which can propagate
into the active device regions and si gnificantly reduce
yiel d. According to a study by IBM, the upper limit
on boron concentration is about 5 x 1018 cm-3 peak
doping in the channel stop region.

Collector to Emitter Sidewall Channeling. Techno-
logies which utilize walled emitters were found subject
to channeling along the recessed field oxide sidewall
due to inversion of the p type base region. The
mechanism for sidewall C-E leakage is the same as for
buried layer to buried layer leakage. Prediction of
threshold dose for inversion is complicated by the non-
uniform doping density along the sidewall and our
inability to measure it. Therefore, no attempt was
made to predict threshold failure dose for C-E sidewall
leakage.

Several of the technologies investigated in Table
I utilize walled emitters. All of these technologies
should be susceptible to C-E leakage. Whether or not
the predominant failure mode is C-E leakage or buried
layer to buried layer leakage will depend on the rela-
tive doping concentration of the channel stop at the
bottom of the recessed oxide and the base on the side-
wall. In addition, local fields in the oxide near the
channel regions will vary resulting in different
trapped hole densities. We have attempted to separate
out the effects of buried layer to buried layer leakage
from C-E leakage; however, we have not been successful
in all cases.

The walled emitter IMOX technology parts from AMD
utilize a shallow recessed oxide which is formed across
a standard p+ isolation diffusion. With this tech-
nique, the interface p type doping at the bottom of the
recessed oxide should be very high. Hence, no buried
layer to buried layer leakage should occur and C-E
sidewall leakage should dominate. Although IMOX is a
walled emitter technology, not all the NPN transistors
on the microcircuit are walled. Typically, transistors
connected directly to the output pins are nested. This
makes it difficult to determine directly from the I/O
electrical parameters which transistor is causing fail-
ure. No significant increase in input currents were
observed on any of the AMD parts during irradiation.
This partially confirms the observation that buried
layer to buried layer leakage is not a problem.

One AMD IMOX 29116 microprocessor was irradiated
under static bias conditions. Functional failure was
observed at 150 Krad(Si). No significant increase in
input leakage current was measured. However, a walled
emitter test transistor which is placed on each chip
was monitored in situ with base and emitter grounded
and the collector at 5 V. The results are shown in
Figure 6. A C-E leakage current of 250-300 pA was mea-
sured at 150 Krad(Si), which is consistent with the
observed functional failure level for the IMOX techno-
logy.

The Texas Instruments ALS 1.5 process also
utilizes walled emitters. Test results on the ALS138
using this process showed a significant decrease in
VOH between 100-200 Krad(Si ). A failure analysis
study on the output buffer revealed that the phase
splitter transistor had excessive C-E leakage current.
Testing by Texas Instruments has also confirmed that
the failure mode for ALS 1.5 devices is C-E leakage. 13
However, both C-E and buried layer to buried layer
channeling may occur.

As with the buried layer to buried layer leakage,
the C-E channeling can be reduced or eliminated either
by oxide modification or by increasing the doping den-
sity in the base at the sidewal l. Again, the most pro-
mising approach is to increase the sidewall base
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Figure 6. Collector to emitter leakage current on a
walled emitter transistor on an AMD 29116.

doping. This, however, is more difficult to achieve
than increasing the channel stop doping. For example,
a high temperature anneal step would result in lateral
diffusion of the base implant which would increase the
sidewall interface concentration. At the same time,
however, there would be vertical diffusion which would
alter the transistor characteristics for a single step
base process. If a two step base is used, it may be
possible to alter the extrinsic base profile without
affecting the electrical characteristics of the tran-
sistor if this were done prior to the intrinsic base
implant.

Increased Sidewall Current. Although the dominant
failure mechanism in most recessed oxide bipolar micro-
circuits appears to be channeling between buried layers
or between collector and emitter, low total dose fail-
ures were also observed on Texas Instruments non-
isolated I2L where channeling does not occur. Figure 7
is a cross section of an advanced non-isolated I2L gate
used on the SBP9989 microprocessor.

OUTPUT

N + SUBSTRATE

I

Figure 7. Texas Instruments nonisolated I2L gate.

For this structure, the only p type region adja-
cent to the recessed field oxide is the extrinsic base
implant which serves as the injector and extrinsic base
of the inverted NPN switching transistor. The emitter
diffusions (which serve as multiple collector outputs
in I2L) are nested, eliminating C-E channeling because
of the high surface concentration of the p+. There-
fore, the only total dose failure mechanism contributed
by the recessed field oxide is increased sidewall cur-
rent due to an increase in surface recombination velo-
city. A significant increase in sidewall current
causes a decrease in the injector efficiency (a of the

.
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Figure 2.22: Radiation-induced collector-emitter sidewall leakage current for a
representative ROX technology. Similar behavior is present along DTI sidewall,
although the relative contribution of this path to the total ICBO may vary. Reproduced
in toto from [Pease et al., 1983, p.4221].

that are transported to the surface to be trapped even closer to it, where they can

more readily be neutralized (in border traps) or annealed (in deep traps) by tunneling

electrons [Fleetwood et al., 1994a, p.1879]. Both effects, of course, are only significant

if the ambient applied field is small [Fleetwood et al., 1994a, p.1879], which is the

case for BJTs, as opposed to MOSFETS, because there is no intended gate above the

passivation oxide.

The local field associated with this space-charge retards not only the transport

of holes to the surface, but H+ as well and, in so doing, reduces the buildup of

∆Nit, which are created through the ion-transport discussed in Section C.2.6 [Witczak

et al., 1998, p.2246]. Since holes have much greater oxide mobility than protons,

they can accumulate in a space-charge layer that is sufficient to significantly alter

subsequent H+ transport by forming an electrostatic barrier which prevents the latter

from reaching the interface and reacting to form ∆Nit [Rashkeev et al., 2002, p.2650].

Such lessening of ∆Not and ∆Nit is pronounced at high dose rates, because it
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Figure 2.23: Radiation-induced collector-base leakage current for three specimens
from the same batch of small-signal BJTs. Device-to-device variability and size of
increase in leakage current are noteworthy. Reproduced in toto from [Holmes-Siedle
and Adams , 2002, p.225].

depends on a high concentration of E′δ centers to provide the space-charge. At low

dose rates, these metastable centers have time to anneal or reconfigure, resulting in

the detrapping and/or transport of their holes and, consequently, the absence of any

space-charge [Pease, 2003, p.545].39 Although space-charge limitations begin to abate

below 50 rad/s [MIL-STD-883G , 2006, Sect. 3.13], the cut-off for worst-case ELDRS

is typically taken to be 10 mrad/s [Holmes-Siedle and Adams , 2002; Pease, 2003,

p.178, p.546].

Although elevated temperatures can be used to accelerate space-charge decay and

thereby allow for higher dose-rates during part qualification, ELDRS still necessitates

onerous test conditions and protracted exposures [MIL-STD-883G , 2006, Sect.

3.13.3]. Furthermore, it is inadvisable to extrapolate results from one manufacturing

39Since the time afforded by lower doses allows for the space-charge to disperse before it can impede
any ensuing charge trapping, as it does for high-dose-rate exposures, some authors prefer the term
suppressed high-dose-rate sensitivity (SHDRS) to describe this space-charge-limited phenomenon
[Holmes-Siedle and Adams, 2002, p.178].
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Figure 2.24: Illustration of space-charge fields responsible for ELDRS. When
delocalized E′δ centers do not have time to reconfigure, the effective field above(below)
them, shown in red(blue) is lessened(enhanced), such that Fy, Ft, and transport
drift(trap distance from interface and annealing time) are reduced. After [Fleetwood
et al., 1994a, p.1878].

process to another, since damage can vary drastically with passivation quality,

measured in terms of oxygen-vacancy density [Shaneyfelt et al., 2002, p.3171]; ELDRS

is only eliminated in the case of parts without passivation [Pease, 2003, p.547]. Even

mitigated by only the minimal shielding provided by micro-satellites, the radiation-

belt environment whose fluxes are presented in Section 2.3.1, is not sufficiently hostile

that the front-end is exposed to dose rates ≥ 1 rad/s. However, since it is simply

impractical to adopt the anticipated 3 mrad(Si)/s rate for testing, no ELDRS data

was obtained for the sample transistors characterized above. As this rate lies below

the putative onset of worst-case ELDRS, aforementioned levels of β degradation and

leakage are treated as lower bounds during the design.
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2.2 Single-Event Effects

As opposed to TDEs, single-event effects are marked by an almost instantaneous

change in the operation of a circuit due to the impact of a single ionizing particle.

Depicted in Figure 2.25, such an incident particle generates a dense track of e−−
h+ pairs as it passes through the Si substrate [Srour and McGarrity , 1988, p.1458]

according to the mechanisms described in Section C.2.1. SEEs are typically only

significant for protons and heavy ions of sufficient LET that the columnar model of

Section C.2.2 describes the recombination along the track [Oldham, 2003, p.14].40

The effects in question result when the remaining yield of electrons and holes are

then collected by nearby reversed biased p-n junctions through drift, diffusion, or

funneling [Srour and McGarrity , 1988, p.1458].41

These three mechanisms, and the relative importance of their contributions to this

collected charge, Qcol, as a function of time following the strike, are nicely summarized

in Figure 2.26. Carriers generated within the collecting junction, are swept out of the

depletion region by the equilibrium built-in potential of the junction in times on the

order of 1–10 ps [Srour and McGarrity , 1988, p.1458], leading to the prompt drift

component, QD. Meanwhile, carriers farther down the track, or from tracks distant

from the collecting junction, can only be collected once they arrive at the junction via

diffusion [Messenger and Ash, 1992, p.453]. This component of the collected charge,

QDF, is delayed on account of the slower transport (on the order of several minority

40Protons often produce SEE effects through indirect ionization since, for Van Allen belt energies,
they, like electrons, possess insufficient LET and range [Srour and McGarrity , 1988, p.1458].
Although direct proton SEEs are becoming more prevalent as feature sizes decrease [Messenger and
Ash, 1992, p.438], generally it is the recoil nuclei produced during their inelastic nuclear collisions
with the lattice that participate in direct ionization via scattering [Buchner and McMorrow , 2005,
p.8]. In effect, these spallation products act like incident cosmic ray heavy ions [Messenger and Ash,
1992, p.438], possessing the requisite energies (� 10 MeV), mass (Z � 2), linear stopping power
(�1 MeV/µm) [Messenger and Ash, 1992, p.424], and LET (L>40 MeV-cm2/mg) to initiate SEEs
[Messenger and Ash, 1992, p.427].

41That analysis of SEEs is only concerned with charge collected in the substrate, rather than the
oxide, follows directly from the large ratio between the yields in these two materials, as discussed in
Section C.2. Specifically, the initial radius of the ionizing track is larger in the bulk Si and the Debye
length is smaller, both of which result in less recombination [Oldham, 2003, p.19]. Additionally, the
oxide is so much thinner that there are many fewer charges generated ab initio [Oldham, 2003, p.19].
Since SEE vulnerability is proportional to |Qcol|, charge collection in the substrate is paramount.
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Figure 2.25: Funnel formation by charge track of heavy ion strike. Passing through
bulk silicon, a high-LET, ionizing particle distorts the equilibrium junction potentials,
collapsing the depletion regions, as shown here in the case of an MOS SRAM cell.
Reproduced in toto from [Messenger and Ash, 1992, p.453].

carrier lifetimes, or 10-100 ns [Srour and McGarrity , 1988, p.1458]) and attenuated

due to lower yield (with more recombination in the absence of the built-in electric

field reducing efficiency [Buchner and McMorrow , 2005, p.10]).

However, perhaps the most important collection phenomenon is the significant

increase in the prompt component (QF +QD) over that predicted from the built-in

potential alone (i.e., QF�QD) as a result of an enhanced depletion region or funnel

[Srour and McGarrity , 1988, p.1459]—a local field gradient that forces electrons

generated along the track to flow back up into the depletion region. A funnel is

produced when the ionizing track temporarily distorts the equipotential surfaces of

the junction, resulting in the series of nested protrusions that extend down the track

deep into the bulk in Figure 2.25 [Messenger and Ash, 1992, p.453]. According to the
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Figure 2.26: Charge track, collection mechanisms, and the resulting current pulse
associated with an ion striking a p-n junction. The effective junction width seen by
the ion, S, is a function of incident angle θ, increasing in path length for oblique
incidence. Reproduced in toto from [Holmes-Siedle and Adams , 2002, p.107].

model of McLean and Oldham [1982], the steps in funnel formation are [Messenger

and Ash, 1992, p.454], [Oldham, 2003, p.20]:

• On impact, the track forms a filament of plasma that shorts the junction to the

bulk, collapsing its equilibrium field.

• Within picoseconds, current flow along the ’wire’ dissipates enough energy that

the plasma trail comes into thermal equilibrium with the bulk (thermalizes),

but still possesses sufficient density that the junction is saturated.

• This high carrier concentration dissipates through ambipolar diffusion, causing

the column to expand radially from an initial size of ∼ 0.1 µm and, in the

process, the funnel length grows as the junction equipotential lines extend

deeper due to the high spreading resistance [Messenger , 1982, p.2024].
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• Finally, once the plasma density approaches the background doping levels, the

depletion region is reestablished and the funnel interrupted.

The total contribution of funneling to the prompt charge collection is proportional to

both the initial ‘wire’ charge density and the effective funnel length, with the latter

being longer in p-type substrates (about three times the width of the depletion layer

[Messenger and Ash, 1992, p.465]) since τn>τp [Messenger and Ash, 1992, p.455].

The above description of charge collection applies to an ion strike affecting a single

p-n junction. But, for strikes which cross multiple junctions, such as the drain, well,

and substrate of a pMOS device [Hauser et al., 1985, p.4121] or the emitter, base and

collector of a vertical npn BJT [Knudson and Campbell , 1987, p.1246], the charge

collection processes do not proceed independently. Whether the physics of a multi-

junction strike, depicted in Figure 2.27 for the case of a vnpn BJT, is conceptualized

in terms of the overlap of the two funnel regions or simply as a low-ohmic connection

between two like-doped regions [Hauser et al., 1985, p.4115], its effect is to screen out

the junction potentials such that charge collection is governed by the relative bias of

the two regions [Lacoe, 2003, p.11], and its upshot is to enhance the amount of charge

that would otherwise be collected by either junction by as much as a factor of 10(3) for

the upper(lower) junction [Knudson et al., 1986, p.1564]. This multiplicative effect,

occurring during the early stages charge collection, can result in Qcol exceeding the

charge deposited [Lacoe, 2003, p.9]. By effectively creating a short between device

terminals for a brief interval after impact,42 this so-called ion shunt effect [Oldham,

2003, p.24] for high density tracks results in current pulses whose polarities depend

on terminal bias and can be opposite to those induced during collection via drift in

reverse-biased junctions [Hauser et al., 1985, p.4120].

Regardless of the collection mechanism, the energy deposited by the collected

charge can have either permanent or transitory repercussions on devices and circuits.

The most destructive form of potentially permanent damage, known as latchup, occurs

at the device level and is discussed in Section 2.2.1, whereas a class of temporary

42To create a low-impedance connection between proximate diffusion-isolated regions, the track
density must exceed not only their background doping densities, but also those of all the interposed
layers [Hauser et al., 1985, p.4115]. In practice, this is not difficult for lightly-doped (non-epi)
substrates or non-retrograde wells.
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Figure 2.27: Illustration of multi-junction strike for charge track traversing vnpn.
After [Hauser et al., 1985, p.4115].

SEEs which pertain to analog circuits, known as single-event transients (SETs) are

the subject of Section 2.2.2.

2.2.1 Single-Event Latchup

Not unique to radiation environments [Troutman, 1986, p.24–33],43 latchup is an

integrated-circuit condition caused by a parasitic positive feedback loop that, once

enabled, is self-sustaining such that its current increases until it effectively shorts the

supply to ground, which can permanently damage the chip.44 Common in CMOS

layouts, such as that shown in Figure 2.28(a), the p-n-p-n structure responsible for

43Latchup is a concern of the commercial semiconductor industry, not simply the space community
[Oldham, 2003, p.36], and has been since its origin [Sexton, 2003, p.603]. The great deal of attention
paid to latchup by the former [Johnston, 1996] stems from the host of possible triggering mechanisms
outside the SEL context, including: power supply sequencing; overshoot or undershoot on input,
output, or supply pins; junction avalanching at high currents; and electrostatic discharge (ESD)
events, [Voldman, 2007, p.29–36]

44Latchup is certainly not the only means by which single-event ionizing radiation can immutably
alter device operation. However, alternatives such as single-event burnout (SEB—thermal runaway
from the avalanche breakdown caused by a heavy ion that activates a substrate BJT feedback loop),
or single-event snapback (SESB—a regenerative, high-current feedback mechanism like latchup that
occurs in a three-layer structures, such as the parasitic BJT that exists between a MOSFET source
and drain), and single-event gate rupture (SEGR—when a single ion destroys the MOS gate dielectric
through localized heating, rendering a hard short from gate to substrate) are most commonly
observed in power transistors. For a thorough introduction to these subjects, consider [Oldham,
2003] and [Sexton, 2003].
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latchup can occur anywhere that adjacent diffusions form a pair of parasitic BJTs

(lateral npn Qn and vertical pnp Qp) coupled in a loop that is redrawn for clarity in

Figure 2.28(b).45

A simplified representation of the nonlinear I-V curve that characterizes this four-

layer structure is presented in Figure 2.29 with reference to the terminals of the

adjacent schematic. At the extremes are two stable states:46 the high-impedance

regime in Region I, known as the blocking or off state, is bounded by the switching

point, (Vs, Is), [Troutman, 1986, p.11] below which all the p-n junctions are reverse-

biased [Sexton, 2003, p.603] and the current scales linearly with voltage [Oldham,

2003, p.35]; and the latched or on state [Troutman, 1986, p.11], corresponds to Region

III, where the junctions are saturated, yielding low-impedance for all voltages that

exceed the hold point at (Vh, Ih). Between these two lies a metastable region with

negative differential resistance (Region II) through which the structure can transition.

Traditionally, the necessary conditions for latchup are defined as those which

guarantee operation in the latched state, and are threefold [Holmes-Siedle and Adams ,

2002; Kerns , 1989, p.109, p.554]:

• The product of the transistor gains, βnβp, must exceed unity.

• The E-B junctions of both Qn and Qp must be forward-biased long enough that

I≥Ih.

• The biasing and power supply circuitry must be capable of supplying current

at or above Ih in order to maintain the latched condition.

The first condition describes feedback that forces a structure in operating Region

II to settled in the latched, rather than blocking, state. A direct outcome of the

second condition is that the whole of the charge collection curve in Figure 2.26 is

45When created intentionally, such a structure is commonly referred to as a silicon-controlled
rectifier (SCR) or thyristor [Holmes-Siedle and Adams, 2002, p.109].

46The terminology describing the partitions of Figure 2.29 is poorly standardized, with (Vs, Is)
known alternately as the switching point, critical point [Troutman, 1986, p.12], or break-over point
[Oldham, 2003, p.35] and (Vh, Ih) variously dubbed the hold point or threshold point [Troutman,
1986, p.12]. In this work, the naming conventions of [Troutman, 1986] are employed exclusively.
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αp = 
βp+1

βp

αn = 
βn+1

βn

(a) Silicon cross-section.

αp = 
βp+1

βp

αn = 
βn+1

βn

(b) Equivalent circuit.

Figure 2.28: Example of potential SEL structure in CMOS layout. The adjacent
pMOS and nMOS device effectively form a parasitic bipolar feedback loop containing
a vertical pnp (Qp) and lateral npn (Qn) with emitter shunt resistors (Rsub and
Rwell).
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Figure 2.29: Illustrative I-V characteristic of SEL-prone p-n-p-n structure in
Figure 2.28(a) with blocking/off (I), negative-resistance (II), and latched/on (III)
regions indicated. At the right, Figure 2.28(b) is re-annotated with terminal
quantities. After [Sexton, 2003, p.604].

significant, so latchup can be initiated on long time scales (∼ 20 ns) and by charges

from deep within the bulk (> 100 µm) [Sexton, 2003, p.607]. The satisfaction of all

three conditions enables the p-n-p-n structure to carry such high currents (up to the

limits of the power supply [Kerns , 1989, p.554]) as to cause catastrophic failure in the

form of thermal overstressing of devices and metalization [Oldham, 2003, p.35], device

burnout [Messenger and Ash, 1992, p.385], and electromigration failures [Sexton,

2003, p.607]. These consequences can be avoided, and normal operation restored,

if V is reduced below Vh in a timely fashion, typically by cycling the power supply

[Holmes-Siedle and Adams , 2002, p.385]. However, there exists evidence that latent

damage responsible for reducing long-term device reliability can persist [Oldham,

2003, p.35].

Thus, for a robust design it is not sufficient to merely prevent the structure from

entering the latched state, or quickly interrupting its power once there. Instead,

in a ‘healthy’ technology, “no parasitic PNPN device ever leaves the blocking state”

[Troutman, 1986, p.198]. This more conservative approach modifies the above latchup
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conditions as follows [Troutman, 1986, p.24]:

• The loop gain of the p-n-p-n feedback loop must exceed unity.

• The E-B junctions of both Qn and Qp must be forward-biased long enough that

I≥Is.

• The biasing and power supply circuitry must be capable of supplying current

at or above Is(Ih) in order to leave the blocking state(maintain the latched

condition).

Latchup avoidance strives to violate one or more of these conditions. For instance,

system-level techniques can be used to sense incipient latchup and cycle the power

before the second condition is attained.47 Similarly, as CMOS scaling trends reduce

supply voltages below 1-V, there comes a point at which it is impossible to satisfy

V >Vh, as implied by the last condition [Lacoe, 2003, p.112], [Sexton, 2003, p.607],

[Oldham, 2003, p.37]. But, to develop a package-agnostic ASIC in a 2.5-V BiCMOS

process (cf. Section 3.2.1), the radiation-hardness-by-design techniques developed in

this work are aimed at the first requirement, because the loop gain can be modified

through careful circuit design and layout.

In anticipation of presenting these techniques, and considering the simplified,

lumped-element circuit in Figure 2.28(b), the necessary condition on the loop gain

to ensure that it remains below unity, avoiding latchup, is given by [Troutman, 1986,

p.62]:

α′AC,n + α′AC,p < 1 (2.20)

where α′AC,n and α′AC,p are the effective common-base forward current gains of Qn

and Qp, respectively, that correspond to small-signal modeling. As opposed to the

standard versions of these small-signal gains, which are defined as partial derivatives

of the time-varying terminal currents rather than ratios of their DC values, according

47Consider the example of the Maxwell 7809 latchup-protected 16-bit ADC [Maxwell Technologies,
7809LP], which is merely a Burr-Brown ADC7809 die packaged with additional circuitry to sense
excess supply current and promptly cycle the power [Maxwell Technologies, 2005, p.14–15].
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to [Troutman, 1986, p.62]:48

αAC,n =
βAC,n

1 + βAC,n

=
∂Icn

∂Ien

(2.21a)

αAC,p =
βAC,p

1 + βAC,p

=
∂Icp

∂Iep

(2.21b)

the primed quantities in (2.20) are effective gains in that they account for the

degeneration due to the current dividers at each terminal formed by the emitter

bypass resistors Rsub and Rwell,
49 and the small-signal emitter resistances ren and

rep,50 such that [Troutman, 1986, p.72]

α′AC,n =
αAC,n

1 +
ren

Rsub

≈
αAC,n

1 +
VT

IenRsub

(2.22a)

α′AC,p =
αAC,p

1 +
rep

Rwell

≈
αAC,p

1 +
VT

IepRwell

(2.22b)

From (2.22), it is clear that the presence of the distributed substrate and well resis-

tances, conveniently but somewhat naively lumped into Rsub and Rwell, respectively,

increases latchup tolerance with greater effectiveness as they shrink [Voldman, 2007,

p.130]. Similarly, reducing the gains of the parasitic transistors, αAC,n and αAC,p,

through so-called gain spoiling or gain decoupling [Troutman, 1986, p.174], reduces

latchup sensitivity. Finally, low-level injection effects (cf. Section E.1.2.1) suppress

α′n and α′p at low emitter currents which, in the case of SEL, are determined by

the charge injected from an ionizing track, multiplied up through transistor action;

48The distinction between α and αAC is analogous to that between β and βAC, as described in
Section E.1.

49In this formulation, it is assumed that when the parasitic base (Rbn, Rbp) and emitter (Ren, Rep)
resistances associated with the terminals of Qn and Qp are referred to their emitters, the resulting
R′en = Ren + Rbn/(βn + 1) and R′ep = Rep + Rbp/(βp + 1) are much smaller than the differential
resistance seen looking into their emitters; that is, R′en�ren and R′ep�rep [Voldman, 2007, p.150].

50In the absence of high-level injection effects, the BJT emitter current can be treated as
exponentially dependent on Vbe, so the small-signal emitter resistances defined as ren =∂Vben/∂Ien

and rep =∂Vbep/∂Iep can be well approximated by ren'VT/Ien and ren'VT/Ien [Troutman, 1986,
p.64].
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so, techniques for reducing the various contributions to the initial Qcol described in

Section 2.2 directly reduce the likelihood of latchup.

2.2.2 Single-Event Transients

Whereas ‘hard’ errors, such as latchup, describe physical damage to one (or a pair) of

individual transistors, the transient phenomena at the crux of this section result when

charge collection by one or more transistors (through drift, diffusion, funneling or

shunt mechanisms) perturbs operation at the circuit level [Messenger and Ash, 1992,

p.396]. Given the assortment of acronyms used to describe single-event effects (e.g.,

[Oldham, 2003, p.11]), the terminology surrounding these temporary disturbances

produced by the passage of single ion, known as single-event transients, is neither

straightforward nor well standardized. Historically, digital SETs (DSETs) have

received greater attention [Buchner and Baze, 2001] because they are the predecessors

of single-event upsets (SEUs), the latter consisting of the state change (or ‘bit-flip’)

that occurs once a sufficiently large DSET is latched into memory [Buchner and

Baze, 2001, p.3]. Such ‘soft’ errors, which inflict no permanent damage [Oldham,

2003, p.11], are easily characterized by the loss of a single, dimensionless bit of

information [Turflinger , 1996, p.594] that occurs once Qcol exceeds the critical charge,

Qcrit, necessary to invert a binary value [Messenger and Ash, 1992, p.419].

In contrast, seminal work by Koga et al. [1993] confirmed the existence of SETs

in analog circuits (ASETs) which tend to be circuit-specific and, thus, elusive. While

formal definitions range from “a single particle-induced phenomenon that requires

additional dimensions (or attributes) beyond its existence to be adequately defined”

[Turflinger , 1996, p.594] to “any temporary voltage [or current] disturbance that

occurs in an [analog] integrated circuit (IC) following the passage of an ionizing

particle” [Buchner and McMorrow , 2005, p.2], an ASET can perhaps best be

understood informally as a ‘glitch’ in an analog signal being processed. To be

designated as an ASET, such a pulse must exceed a threshold that, unlike Qcrit for

DSETs, can vary from part to part and must be qualified with polarity, duration,

and voltage information [Koga et al., 1993, p.1840]. Although efforts have been made
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to frame ASET sensitivity in terms of a corresponding Qcrit [Pease et al., 2001],51 its

value remains “somewhat arbitrary” [Buchner and McMorrow , 2005, p.14], so “nearly

all data collected is evaluated on the basis of the voltage amplitude of the SEE-induced

pulse” [Turflinger , 1996, p.596] and a threshold, Vthresh, with the aforementioned

qualifications.

An example of such a pulse and pulse-height discrimination threshold are shown

in Figure 2.30. The modeled and laser-induced pulse shapes are characteristic of

ASETs, which effectively stimulate the impulse response of a critical node, often

modeled with a single-pole response; hence, the rapid, often slew-limited, rise followed

by exponential decay [Turflinger , 1996, p.594]. Counting the number of pulses which

exceed Vthresh generates an ‘upset’ distribution, Nu, which can then be quantified using

two parameters standard in SEU analysis [Holmes-Siedle and Adams , 2002; Turflinger

and Davey , 1990, p.1832,p.107]: saturated cross-section (σsat) and threshold LET

(Lth). Both are obtain by plotting the rationalized upset cross-section, σu, defined

by [Turflinger and Davey , 1990, p.1832]:

σu =
Nu

RφI

(2.23)

as a function of L, using the rationalization factor R to normalize for one or more of

the implicit qualifications; φI is the ionizing radiation fluence.

The ideal shape of such an SEU curve for is contrasted with the actual forms for

SEUs and ASETs in the cartoon representation of Figure 2.31. As the LET of the

incident particle increases, the SEU curve reaches a point at which every ion deposits

sufficient charge that Qcol>Qcrit, so each causes an upset. The limiting value of σu is

51Theoretically, Qcrit for analog circuits can simply be obtained from the product of the nodal
capacitance and requisite voltage excursion at the critical junction, Qcrit = Cnode (Vcrit−Vo). Of
course, it is difficult to identify this node a priori [Pease et al., 2001, p.1971] and Vcrit remains
application- or system-specific [Buchner and McMorrow , 2005, p.13]. In contrast, Qcrit can be
extracted from experimental data, as the product of the collection depth and incident LET when a
pulse exceeds Vthresh, but this requires an estimate of the collection depth for the critical junction
[Buchner and McMorrow , 2005, p.14]. A third approach, using a pulsed laser whose photon energy
corresponds to a specific amount of deposited charge (e.g., 1 pC per 2 pJ [Pease et al., 2001, p.1967]),
still requires assumptions on collection depth to yield an effective Qcrit, but has demonstrated greater
promise [Pease et al., 2001].
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Figure 2.30: Representative ASET measured(modeled) for the LM111 comparator
with an input offset of 20 mV(10 mV). For the Vthresh shown, a laser illuminating
the input device (Q1) is sufficient to generate an ASET, so it can be inferred that
Vcrit≥20. Modified from [Pease et al., 2001, p.1971].

σsat, which has units of normalized area and thus describes the sensitive fraction of

the die surface [Turflinger and Davey , 1990, p.1833]. The LET at which σlim =0.9σsat

is defined as Lth, giving rise to a single coordinate that describes the SEU curve, (Lth,

σlim) [Turflinger and Davey , 1990, p.1833], which is typically a Weibull fit to the data

points [Baumeister , 2003, p.35].

However, the behavior of the ASET curve defies such a fit, demonstrating a much

more gradual rise and, in many cases, not saturating [Turflinger , 1996, p.599]. The

former property can be attributed to upsets in the bias circuitry, which have much

slower time constants and thus require larger LET to reach Vcrit for a given pulse

duration [Turflinger , 1996, p.595], or to the aggregate behavior of multiple critical

nodes, each with its own Vcrit [Buchner and McMorrow , 2005, p.23]. The lack of

saturation may reflect the diffusion of a portion of the charge from large but distant

strikes to the critical junction(s) [Petersen et al., 1992, p.1585]. Despite the inferior

description of the underlying ASET phenomena that is afforded by a characterization

using Vthresh, σsat, and Lth, it remains the de facto standard for analog circuits and,
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Lth

L

σu

σsat

Ideal SEU ASETActual SEU

0.9σsat

Figure 2.31: Ideal cross-sections for SEUs and ASETs as a function of LET. Whereas
the step-function(Weibull) response for ideal(actual) SEUs can be described by a
single coordinate,(Lth, σsat), the ASET curve rises gradually and typically does not
saturate. After [Buchner and McMorrow , 2005, p.23].

on that count, is employed herein.52

To foreshadow the SEE characterization of SVEPRE, Figure 2.32 presents cross-

section curves for the OP-42 operational amplifier at various Vthresh levels, each

corresponding to a minimum amplitude of the output transient. For the smallest

transients, Lth approaches 1 MeV-cm2/mg, which is easily attained by heavy ions

in space, explaining observed ASETs for protons as low as 30 MeV [Buchner and

McMorrow , 2005, p.5]. By depositing charge near individual transistors, it has

been found [Koga et al., 1993] that the sensitivity to low-Vcrit ASETs in this and,

in fact, most amplifiers is governed by devices in the first stage, whose low bias

currents and high gains [Johnston et al., 2000, p.2633] produce large voltage pulses

in response to the current injected by Qcrit; these are then amplified by subsequent

stages [Turflinger , 1996, p.599]. At least in the case of Figure 2.32, the part returned

to normal operation after each transient [Buchner and McMorrow , 2005, p.4]; for

more a sensitive circuit, ASETs can lead to serious malfunctions, such as causing it

52More sophisticated methods that derive upset thresholds in both amplitude and duration for
operational amplifiers [Adell et al., 2000; Savage et al., 2004], and that divide code upsets into
small(noise) and large(offset) errors for ADCs [Turflinger and Davey , 1990; Turflinger et al., 1994]
are gaining acceptance, but neither is appropriate for the front-end ASIC.
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 IV-26

 
Fig. 25. ASET cross-section as a function of ion LET for the OP-42 [KO03]. The data are for three different 
settings of the oscilloscope trigger  level. The figure clearly shows that as the trigger level is increased, the 
cross-section decreases because few ASETs are captured. 

The large variety of pulse shapes for ASETs generated in the LM124 operational amplifier 
was shown earlier in Fig. 1. In order to capture both positive and negative ASETs with the digital 
storage oscilloscope in a single experiment, two probes should be attached to the output of the 
device. Each probe is connected to a different channel on the oscilloscope. One channel is set to 
trigger on positive pulses and the other on negative pulses. Care must be taken when connecting the 
output of the device to the oscilloscope’s input. Long cables will have sufficient capacitance to 
distort the ASET shape, particularly very fast ASETs. To avoid this problem, active probes with 
very low capacitances (<10 pF) may be used. Testing at some accelerators is only possible with the 
device located inside a vacuum chamber. The typical BNC feedthroughs should be avoided 
because of their limited bandwidth. Instead, the active probes should be placed inside the vacuum 
chamber so that they can be connected directly to the output pins. Special feedthroughs are 
necessary for the active probes. Most of these problems may be avoided by testing in air, which is 
possible at accelerators with high-energy ions. 

Fig. 26 shows the setup used for performing heavy-ion testing of amplifiers and comparators 
at accelerators where the experimenters must conduct the test remotely. One option is to place the 
oscilloscope and power supply close to the device under test and control everything remotely with 
a computer. Another option is to locate all the equipment outside the radiation chamber and use 
long cables to connect the DUT to the oscilloscope. Because the DUT generally does not have 
sufficient drive for the load imposed by the 50 ohm terminated BNC cable, the signal from the 
DUT should be connected to a high-speed buffer located adjacent to the output of the device. The 
high-speed buffer has sufficient drive to transmit an undistorted ASET to the oscilloscope. 

The approach used for testing other analog devices, such as pulse-width modulators is similar, 
except that ASETs in PWMs appear as changes in the pulse length. In order to capture those types 
of ASETs, the oscilloscope must be set to trigger on changes in pulse length. 

Flux, which is defined as the number of particles crossing unit area per unit time, is another 
parameter that must be considered for ASET testing. The choice of flux does not affect the 
measurements of SEUs in a static memory. High fluxes are desirable because they reduce the 
amount of time needed for testing, but they present a problem if ASETs are generated so rapidly 
that they overlap and it becomes difficult to distinguish individual pulses. For accurate cross-
section determination it is important that every ASET be counted. A key consideration is the down 

Figure 2.32: Measured ASET cross-sections for OP-15. As demonstrated by Koga
et al. [1993], increasing in the trigger level that defines upset raises Lth but, in all
cases, σsat approaches ∼ 3.5×10−3 cm2 for this part (total area: 2.44×10−2 cm2).
Reproduced in toto from [Buchner and McMorrow , 2005, p.26].

to oscillate, saturate, or even reset.53

In that vein, it should be noted that as opposed to latchup, whose deleterious

effect is clear, the detriment of ASETs in a particular analog element depends upon

how that block functions within the overall system which, in turn, guides the choice

of Vthresh. In some cases, such glitches may simply be treated as noise [Buchner and

McMorrow , 2005, p.3]. When high-bandwidth operational amplifiers are used with

global feedback, large glitches in any one stage can have little overall impact since they

are severely attenuated by the closed-loop bandwidth [Turflinger , 1996, p.595]. For

mixed-signal systems, only those ASETs which arrive at the downstream ADC with

sufficient size and duration to corrupt one or more samples are observed [Buchner and

McMorrow , 2005, p.3]. Such considerations guide the SET specifications set forth in

53Such anomalous changes in instrument state as a result of ASETs, particularly resets caused
by ions striking operational amplifiers and comparators, have afflicted several previous satellites,
including TOPEX/Posiden (1992), MAP (2001), TDRS, Cassini, SOHO, and TERRA [Buchner
and McMorrow , 2005, p.1–2].
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the discussion of the front-end architecture (cf. Section 2.3.1).

2.3 Radiation Hardening

The discipline concerned with mitigating the incidence and ramifications of the TID

and SEE effects described in Section 2.1 and Section 2.2 by leveraging the current

understanding of the underlying physical mechanisms presented in Appendix C is

known as radiation hardening. Of military origins [Holmes-Siedle and Adams , 2002,

p.474], this term spawned the use of the generic adjectives ‘rad-hard’ and ‘rad-

soft’ (or, often, just ‘hard’ and ‘soft’) to refer to electronics of relatively high and

low radiation tolerance, respectively.54 Section 2.3.1 quantifies the required level

of radiation-hardness for the front-end ASIC in terms of the dose and LET of a

representa

2.3.1 Van Allen Belt Fluxes

The energy spectra of the trapped proton and electron populations in the inner and

outer zones of the Van Allen belt are provided in Section 1.1.1, along with their

corresponding fluxes as a function of altitude. Using the standard NASA AP8 and

AE8 models for these quantities [Stassinopoulos and Raymond , 1988, p.1426],55 it

is possible to generate an estimated dose profile for a given radiation-belt orbit

[Holmes-Siedle and Adams , 2002, p.561]; results for several possibilities are shown

in Figure 2.33.

In order to derive the specifications for this work, consider the parameters of a

representative host satellite for the target receiver: a 5.3-hr elliptical, mid-inclination,

medium Earth orbit (MEO) of 6,000 km by 12,000 km with a 1-year mission lifetime

54Since there exists no universal or precise definition of these designations [Holmes-Siedle and
Adams, 2002, 131–132], references hereafter to the TID- or SEE-hardness of a design should be
interpreted as relative to the target dose or LET levels specified in Section 2.3.1 unless otherwise
stated.

55Incorporating data from 55 instruments, comprising 1630 channel-months, AP8 and AE8 are
considered the best available models for computing electron and proton doses, respectively, for
radiation-belt orbits [Barth et al., 2003, p.470], despite the fact that all these data were taken before
1980, introducing sometimes significant inaccuracies [Holmes-Siedle and Adams, 2002, p.28].



116 CHAPTER 2. RADIATION EFFECTS

Figure 2.33: 5-year accumulated dose for various radiation-belt orbits, as computed
from NASA AP-8 and AE-8 models of trapped protons and electrons, respectively.
Reproduced in toto from [Tascione, 1994, p.142].
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[Spanjers et al., 2006, p.2–3].56 A reasonable estimate of the 5-yr accumulated dose

for this orbit is provided by the ‘6000 N.M. polar’ curve in Figure 2.33; the benefits

of more geomagnetic shielding at this altitude are roughly offset by higher fluxes

over the poles, thereby approximating the proposed orbit. As delineated by the

dotted vertical lines, the average dose rate experienced by the ASIC ranges between

10–100 krad(Si)/yr depending upon the shielding thickness. This is consistent with

the set of conservative CRRESRAD-based [Gussenhoven et al., 1996] predictions

offered by Spanjers et al. [2006] and facilitates a quantitative determination of those

hardening approaches in the next section that are applicable to this work.

Though it accounts for the total energy contributed by ionizing and non-ionizing

radiation, Figure 2.33 only provides an estimate of the required total-dose tolerance.

A complete radiation specification must also incorporate SEE data on the heavy ion

flux as function of LET, an example of which is afforded by Figure 2.34. This plot

assumes 3.7-mm Al shielding (cf. Section 2.3.2.1) and is based on the CREME96

model set [Tylka et al., 1997], though it pertains to a more pessimistic orbit than

Figure 2.33. In the case of a digital circuit with known σu(L), such a curve allows for

a determination of the SEU upset rate [Turflinger and Davey , 1990, p.1833], RSEU,

by inverting (2.23), normalizing for time, and integrating its product with σu(L) over

all Lmax>L>Lth such that [Petersen et al., 1992, p.1579]

RSEU =

∫ Lmax

Lth

σu(L) Φ(L) dL (2.24)

However, for SEL and ASETs—the events to which the analog front-end is most

susceptible—existence is more important than upset rate. Thus, proper operation

is defined in terms of the maximum expected LET, Lmax, for incident particles

below which both SEL and any detrimental or long-lived ASETs should be absent;

that is, Lth > Lmax for SEL and ASETs, collapsing (2.24) to zero. According to

Figure 2.34, Lmax' 100 MeV-cm2/mg corresponds to those particles whose integral,

56Incidentally, the Telstar satellite whose failure has been repeatedly cited in previous footnotes
also orbited in MEO.
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Figure 2.34: Orbit-averaged LET spectrum for circular, geosynchronous orbit of
20182 x 20182 km, 55◦. Omnidirectional integral flux for a given LET is obtained by
integrating the value on left-hand axis over the full acceptance angle (4π steradians).
Reproduced in toto from [Holmes-Siedle and Adams , 2002, p.566]

omnidirectional flux exceeds ∼ π×10−7 cm−2s−1 and thus are encountered at least

once per year. This choice of Lmax is also consistent with conventional best practices

for component selection [Tribble, 2003, p.190], which confer the designation of single

event ‘immunity’ on those parts for which Lth > 100 MeV-cm2/mg [Voldman, 2007,

p.43].57

57Since “the maximum LET is space is essentially 30 MeV-cm2/mg” [Petersen et al., 1992, p.1590],
there is only ∼5% chance of a particle trajectory that is sufficient to produce an effective 100 MeV-
cm2/mg event. Indeed, “for all practical purposes, the LET distribution of cosmic rays can be
truncated at about 100 MeV-cm2/mg or less” [Koga, 1996, p.662]. See Section J.2.1.2 for a more
thorough treatment of effective LET.
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2.3.2 Mitigation Strategies

Spurred by military concerns over nuclear weapons and space, the interest in

radiation-hardening of satellite electronics has deep roots [Hughes and Benedetto,

2003, p.501–504], from which the most salient conclusion is that “there is no ‘magic

ingredient’ ” [Kerns et al., 1988, p.1471]. Instead, “radiation hardness is determined

by complex interrelationships among technology, design, and fabrication procedures”

[Hughes and Benedetto, 2003, p.500]. In light of the specifications derived above, the

succeeding sections summarize the principles of three basic strategies for radiation

hardening—shielding, process, and design—emphasizing why the latter is most

appropriate for this work.

2.3.2.1 Shielding

Perhaps the most obvious approach to limiting the radiation-induced degradation or

upset of the ASIC is simply to limit its total exposure [Rasmussen, 1988, p.1532].

With the orbit-driven TID and SEE levels mandated by the scientific objectives in

Section 1.1.3, the most expedient method of avoidance is to employ shielding [Tribble,

2003, p.172]. Although a thorough review of its dependencies on particle type and

energy, not to mention the atomic properties of the shielding material, are beyond the

scope of this section,58 shielding is tangentially referenced in Section C.1.1, where it is

noted that the high-Z materials, such as lead, can be useful for absorbing low-energy

protons and ions, but are less effective against: electrons, which have greater range

for the same energy and for which bremsstrahlung is proportional to Z2; neutrons,

which loose more momentum per collision in low-Z materials; and photons, which

are attenuated but never completely stopped and for which Compton scattering is

independent of Z. These three particle types are best shielded by low-Z materials,

such as aluminum, whose lower mass is also preferable [Rasmussen, 1988, p.1533].59

58For a more complete yet accessible treatment, the reader is directed to Chapter 11 of [Holmes-
Siedle and Adams, 2002].

59To clarify, electrons themselves are, like protons, best absorbed by high-Z materials, so lead (Pb)
acts as a better shield, per unit thickness than aluminum (Al). Only once the deeply penetrating
Bremsstrahlung X-rays produced by their back-scatter are considered does the more gradual
deceleration of Al become attractive [Holmes-Siedle and Adams, 2002, p.389]. Neither material
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Given that the Van Allen belt is dominated by protons and electrons, shielding

with either aluminum or lead may be employed, with efficacy of the former for

a typical orbit at these altitudes captured in Figure 2.33. To reduce total dose

levels to 10 krad(Si)/yr, for which most COTS components are suited [Tribble, 2003,

p.191], would require a thickness of ∼ 8 mm [Spanjers et al., 2006, p.7]. Given its

higher density, the corresponding thickness for Pb is only ∼ 2 mm, as evidenced

by Figure 2.35, but since the miniaturized satellites for which the target receiver is

intended (cf. Section 1.2.2) cannot even accommodate 5 mm of Al, on account of their

low mass requirements, Pb is out of the question. In fact, for the most prominent

member of the picosatellite family, the CubeSat, the thickness of the Al side panels

can be no greater than 1/8 inches (3.175 mm) in order to satisfy the 1-kg total mass

requirement [Heidt et al., 2000, p.7].

Thus, to enable a target receiver compatible with next-generation satellites and

whose mass/channel is commensurate with if not superior to those listed Table B.6, it

is conservatively assumed that no more than 3 mm of Al shielding is provided by the

spacecraft body. In Figure 2.33, this corresponds to the line denoting the thickness

of the satellite skin,60 implying that the front-end must maintain performance up

to at least 100 krad(Si) to survive for one year in a standard Van Allen belt orbit

[Rasmussen, 1988, p.1530]. Note that this amount of shielding affords little in the

way of SEE protection [Kerns et al., 1988, p.1476], as the high-energy spectrum of

the offending particles is hardly slowed [Rasmussen, 1988, p.1533].

is especially useful for photon radiation: for 1-MeV photons, there is a 94%(93%) transmission rate
through 3.7(0.1) mm of Al(Pb) [Holmes-Siedle and Adams, 2002, p.402]. But, given this lack of
dependence on mass-thickness (density times thickness), the lighter material is preffered. Luckily,
X-rays and γ-rays are not a primary concern in the radiation belts, with only their secondary
production due to Bremsstrahlung and nuclear spallation relevant. Finally, in light of the huge mass
that would be required for materials of sufficiently low density (e.g., water), neutron shielding is
largely impractical in space [Rasmussen, 1988, p.1533]; but, again, neutron events are comparatively
rare outside the homosphere.

60As opposed to satellites in production at the time Figure 2.33 was generated, picosatellites as
presently conceived accept bare circuit boards without electronics boxes for each instrument.
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Figure 2.35: Dose-depth curves for Al and Pb shielding over a 7-year geostationary
orbit (35,786 x 35,786 km). Although the input fluxes assume an older NASA model
for electrons only (AEI-7), and although the lead curve is considered provisional, the
relative absorption efficiencies and Bremsstrahlung production of the two materials
are indicative of their merits. Reproduced in toto from [Holmes-Siedle and Adams ,
2002, p.415]
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2.3.2.2 Radiation-Hardened Process

As evident from the critical roles of oxide constitution and quality (e.g., impurities,

defects), interface cleanliness, dielectric structure, and bulk lattice regularity in the

physics of Appendix C [Hughes and Benedetto, 2003, p.501], the manufacturing

process used to fabricate the silicon die is the primary factor in determining its

radiation tolerance [Holmes-Siedle and Adams , 2002, p.475]. To that end, there has

been much effort to develop specialized, radiation-hardened manufacturing processes

tailored to mitigate the effects of radiation on their transistors [Hughes and Benedetto,

2003; Lacoe et al., 2000, p.512, p.2334].61 Exemplars of these rad-hard processes

assure circuits that can withstand up to 1 Mrad(Si) total dose [Hughes and Benedetto,

2003, p.513] and remain free of latchup for LETs in excess of 150 MeV-cm2/mg

[Tribble, 2003, p.191], without the need for any specialized design or layout techniques.

Although the litany of steps unique to a representative radiation-hardened process

is too vast to cover here,62 and is often deemed proprietary or classified by the foundry

[Hughes and Benedetto, 2003; Oldham, 2003, p.496, p.510], it may include: using

polysilicon gate material in place of aluminum [Hughes and Benedetto, 2003, p.507]

(cf. Figure 2.3(b)); limiting the use of siliciding materials due to dose enhancement

[Hughes and Benedetto, 2003, p.508]; employing Si3N4 as a dielectric to block

lateral diffusion [Hughes and Benedetto, 2003, p.508]; eliminating impurities such as

hydrogen and nitrogen which degrade hardness [Hughes and Benedetto, 2003, p.508];

modifying the oxide growth procedure to lessen the accumulation of Si at the interface

and reduce the number of defects [Hughes and Benedetto, 2003, p.509]; carefully

61The dichotomy to be carried forward in this section pits rad-hard processes, which are developed
and qualified for the production of military-grade, radiation-hardened components against standard
commercial manufacturing processes, in which no attention has been paid to intentionally improving
radiation tolerance. The literature occasionally distinguishes these two classes, henceforth referred
to simply as rad-hard and commercial, based on levels of TID and SEE tolerance, and introduces
a third, the rad-tolerant process, in between [Lacoe et al., 2000, p.2338]. But, since the lines of
demarcation between these three in terms of TID (2–10, 20–50, >200 krad(Si)) and SEU (5, 20, 80–
150 MeV-cm2/mg) are somewhat arbitrary, subsequent arguments pertain only to the two extremes
[Tribble, 2003, p.191].

62For a thorough discussion of the guidelines that apply to radiation-hardened manufacturing
processes, the reader is once again directed to the excellent text of Ma and Dressendorfer, specifically
[Dressendorfer , 1989b].



2.3. RADIATION HARDENING 123

controlling the polishing and implants associated with STI structures to prevent

leakage [Brady et al., 1999; Shaneyfelt et al., 1998, p.1838]; properly engineering

passivation layers to eliminate ELDRS [Shaneyfelt et al., 2002]]; introducing pull-

backs and increased sidewall doping densities to prevent leakage under recessed

and junction isolations [Pease et al., 1983]; and optimizing the temperatures and

conditions of oxide growth to minimize border-traps, reducing 1/f noise [Fleetwood

et al., 1994b, p.1961].

On account of the costs associated with implementing these additional and

often non-standard modifications [Holmes-Siedle and Adams , 2002, p.475], not

the mention the limited market [Holmes-Siedle and Adams , 2002, p.475] and low

production volumes [Hughes and Benedetto, 2003, p.513] for rad-hard components,

such radiation-hardened processes tend to be expensive to retain (by a factor of

10×–1000× [Hughes and Benedetto, 2003; Rasmussen, 1988, p.1534,p.513]), scare

enough to make access difficult [Hughes and Benedetto, 2003; Kerns et al., 1988,

p.513,p.1471], and several generations behind in performance [Holmes-Siedle and

Adams , 2002; Rasmussen, 1988, p.475,p.1527] and feature size [Lacoe et al., 2000;

Rasmussen, 1988, p.2334,p.1534] when compared to state-of-the-art commercial

equivalents.

2.3.2.3 Advanced Commercial Process

However, in some instances, trends in commercial manufacturing lines driven by

industry demand for increased performance, reduced cost, and higher operating

speeds, have also proven beneficial to the radiation-hardness of these processes

[Holmes-Siedle and Adams , 2002; Lacoe et al., 2000, p.485,p.2341]. In particular, the

evolution of CMOS scaling, the maturity of silicon-on-insulator (SOI) technologies,

and the ascension of heterojunction bipolar transistors (HBTs) have all yielded

ancillary improvements in rad-tolerance that make them attractive alternatives to

authentic rad-hard processes.

Scaled CMOS: Perhaps the most significant of these, on account of the inexorable

advance of Moore’s law, is CMOS technology scaling, which has, among other
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geometric changes, lead to the shrinking of tox below 10 nm and the adoption of trench

isolation. According to the t2ox dependence of (2.3), the former would be expected to

quadratically reduce ∆Vot by affording less volume for the collection and trapping of

oxide charge. But, in fact, the effect can be orders of magnitude more pronounced

below 10 nm [Benedetto et al., 1985, p.3919] (cf. Footnote 6). At that point tox

approaches the depth at which electron tunneling from both interfaces is capable

of completely compensating positive oxide trap charge [Hughes and Benedetto, 2003,

p.504],63 meaning “mainstream commercial oxides are now thin enough that radiation-

induced ∆Vth has essentially vanished” [Oldham and McLean, 2003, p.494]. Similarly,

since 1/f noise, both pre- and post-irradiation, is a function of ∆Nbt, it too scales

down as t2ox through the 1/C2
ox dependence of (2.11) [Fleetwood et al., 1994b, p.2681].

Though significant, these radiation benefits from the inherent TID hardness of thin

oxides in deep submicron technologies are offset by the LOCOS-like vulnerability to

leakage that has been demonstrated by STI (cf. Section 2.1.1.3) and by gate leakage

via tunneling from the bulk (cf. Footnote 21) [Larcher et al., 1999]. Additionally,

MOSFETs whose linear dimensions scale down by a factor of k, exhibit increasing

SEE susceptibility [Fleetwood et al., 2000, p.22] because: the scaling of Qcrit, depicted

in Figure 2.36, is faster than that of Qcol (k−2 versus k−5/6 [Messenger and Ash, 1992,

p.468–469]); the likelihood of upsetting multiple neighboring devices increases with

their density [Johnston, 1998, p.1346]; and faster circuit speeds allow shorter DSETs

to propagate and be captured by latches [Fleetwood et al., 2000, p.22]. Although

SEL is influenced by enough factors as to defy generalities [Johnston, 1998, p.1352],

trends toward slight increases in well resistivity and the evidence of latchup even in

thin epitaxial substrates is not promising [Johnston, 1998, p.1347]. However, the

use of trench isolation, which spoils the parasitic transistor gains by extending the

lateral minority carrier path [Voldman, 2007, p.276], and the reduction in supply

voltage, which may eventually drop below the holding point [Johnston, 1996, p.519],

can greatly increase SEL tolerance.

63Current models place the limit of neutralization via electron tunneling at around 6 nm [Holmes-
Siedle and Adams, 2002, p.143]; assuming it proceeds from both gate and bulk interfaces, ∆Not in
a 12-nm oxide could be completely denuded.
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Figure 2.36: Scaling of SEU Qcrit with feature size. Although the semiconductor
material has little impact, Qcrit varies as k−2 with feature size across technologies,
just as for the constant-field scaling of CMOS technology. Reproduced in toto from
[Messenger and Ash, 1992, p.468]
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Silicon-on-Insulator: The corresponding advantages and disadvantages of SOI

technologies are nearly the inverse of those of scaled CMOS. The use of a buried oxide

and thin epitaxial substrate reduces the volume for charge collection in the body of

the transistor [Dodd et al., 2001, p.1870] by as much as two orders of magnitude

[Schwank et al., 2003, p.522], and drastically truncates funnel depths [Kerns et al.,

1988, p.1486], lowering Qcol and improving SEE tolerance by 10×–100× [Kerns et al.,

1988, p.1486].64 Furthermore, these elements eliminate the p-n-p-n structure [Sexton,

2003, p.604], preventing SEL [Kerns , 1989; Kerns et al., 1988, p.1483,p.558] though

not SESB (cf. Footnote 44) [Schwank et al., 2003; Sexton, 2003, p.618,p.531].

However, an SOI MOSFET effectively possesses a floating body regulated a back-

gate formed by the buried oxide and substrate terminal (cf. Figure 2.37).65 Just like

the standard gate oxide, this buried oxide is susceptible to ∆Not and ∆Nit, and,

in fact, exhibits nearly Ft ' 1 [Schwank et al., 2003, p.526] so it is dominated by

space-charge effects even in the presence of substrate bias [Oldham and McLean,

2003, p.492].66 This introduces the possibility of the back-channel opening for large

back-gate ∆Vth [Dressendorfer , 1989b, p.342], which in turn reduces gm, increases Isub

[Dressendorfer , 1989a, p.275], and even increases ∆Vth of the main device [Schwank

et al., 2003, p.535]. Thus, the insulator and epitaxial layer are directly responsible

for the increased(decreased) SEE(TID) tolerance of SOI technologies [Dressendorfer ,

1989b, p.341].

Heterojunction Bipolar Transistors: Recently, there has a been a great deal

of research into the inherent robustness stemming from the smaller features sizes,

64Although its Qcol is much smaller, a form of bipolar amplification can occur when the body of
an SOI transistor is left floating. This effectively amplifies the charge collected in the body(base)
by injecting a much larger amount from the source(emitter) and can result in an effective Qcol that
exceeds Qcrit [Schwank et al., 2003, p.529].

65Any charge that accumulates in the floating body, such as from radiation-induced drain leakage,
cannot escape, producing ∆Vth through the kink-effect. This and other phenomena related to
trapped charge in the epitaxial layer render it a key weakness in the TID radiation response unless
properly grounded [Dressendorfer , 1989b, p.278].

66A common technique for mitigating hole buildup at the back-channel interface is the application
of the appropriate bias to the substrate during irradiation so as to electrostatically prohibit their
transport [Dressendorfer , 1989b, p.343].
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dielectric isolation techniques, and doping profiles associated with the silicon-

germanium (SiGe) npn HBTs offered in modern BiCMOS processes [Cressler , 2005].

Although the bandgap engineering that incorporates germanium into the graded

intrinsic base to either increase the barrier to back-injection of (majority) holes into

the emitter or create a built-in field that sweeps (minority) electrons more swiftly

through the base, or both [Hastings , 2006, p.356], is key to improving the baseline

performance of these transistors,67 one of which is depicted in Figure 2.38 along

with its nominal band structure, the radiation-hardness derives from the concomitant

increase in the doping profiles and decrease in size [Cressler , 2005, p.1576].

Specifically, it has been shown by researchers at Georgia Tech [Cressler et al., 2002]

that high base doping masks displacement damage under most conditions [Zhang

et al., 2002, p.3212], rendering moderate TID effects due to electric fields in the

narrow E-B spacer oxide [Cressler et al., 2002, p.3203] responsible for observed β-

degradation of no more than 30% at 1 Mrad(Si) [Cressler , 2005, p.1574]. Indeed,

nearly identical behaviors, in particular the dominance of TID over TDD and the

< 30% β-degradation, were confirmed for the HBTs of the target process (cf.

Figure 2.16). Additionally, since the dimensions of the E-B spacer and STI oxides are

sufficiently narrow, neither the space charge effects associated with ELDRS [Banerjee

et al., 1999] nor the border traps responsible for 1/f noise [Jin et al., 2001] participate

materially in TID degradation. With the appropriate thinness of trench isolation

[Cressler et al., 2002, p.3207], no discernable collector-base was leakage observed up

to 300 krad(Si) [van Vonno et al., 1999, p.416].

The results of SEE testing are less impressive, as might be expected given the

small dimensions befitting total dose robustness. In particular, unexplained but high

67In modern integrated npn BJTs, the component of the base current due to the injection of holes
into the emitter usually dominates that due to recombination in determining βo [Gray et al., 2001,
p.12]. So, reducing the former (thereby improving emitter injection efficiency represented by the last
term of (2.12)) is more effective. If increased speed trumps gain, this improved βee can be traded
for lower rb since a taller back-injection barrier permits increased base doping for the same Ib [Gray
et al., 2001, p.152]. Coupled with a reduction in τn (increase in fT) due to the drift field of a graded
base doping profile, this high-speed capacity of HBTs makes them attractive to RF designers, as
mentioned in Section 3.2.1.
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levels of charge collection associated with DTI have resulted in Lth below 10 MeV-

cm2/mg for SEUs [Reed et al., 2003], and no ASET data has yet been published.

However, compared with the trade-offs cited in the above commercial options, the

utility of npn HBTs for this low-noise, high-precision, analog application in a hostile

radiation environment is undeniable.

2.3.2.4 Radiation-Hardening-By-Design

In light of the drawbacks of rad-hard processes, the SiGe BiCMOS technology used in

this work is manufactured in a commercial process. As with the commercial options

listed in Section 2.3.2.3, particularly HBTs, this approach affords several advantages

but, in lieu of having transistors that are inherently robust to the effects of both TID

and SEE radiation at the levels specified in Section 2.3.1, requires a suite of radiation-

hardness-by-design (RHBD) techniques aimed at compensating for the associated

shortcomings without incurring the additional mass of with shielding. With the

industry-wide “strong emphasis on using unhardened commercial technology as much

as possible” [Oldham and McLean, 2003, p.491], the notion of fortifying a soft process

through RHBD is common and, indeed, there exists a wealth of literature on the broad

range of possible options.68 In the context of this dissertation, RHBD is construed

under the definition of Lacoe [Lacoe, 2003, p.34]:

Hardness-by-design is an approach to producing radiation hardened

components and systems using innovative design and layout techniques

at the transistor level, the component level and the system level to assure

performance and radiation-hardness requirements are met. The fabrica-

tion of HBD components is at commercial microelectronics foundries using

standard commercial processes and process flow.

Although akin to the IBM SiGe HBT process described in Section 2.3.2.3, and

thus somewhat tolerant a priori, the BiCMOS8 process generously provided by

68A nice review paper, [Kerns et al., 1988] provides a survey of such techniques as applied to
various types of commercial processes and is a recommended starting point, whereas Chapter 5 of
[Lacoe, 2003] offers a specific look at a few of the most prevalent modern MOS RHBD techniques.
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National Semiconductor Corporation offers a few unique challenges to be addressed

by such RHBD. First, although it has been established that an epitaxial substrate

is valuable in preventing latchup [Johnston, 1998; Kerns et al., 1988, p.1347,p.1486]

since the underlying charge collection scales with thickness [Dodd et al., 2001, p.1870],

BiCMOS8 is built atop a bulk p-type wafer. Thus, even though an epi substrate is

not sufficient to eliminate latchup [Johnston, 1998; Kerns , 1989, p.558,p.1347], the

challenge is greater when working with non-epi processes, which are known to be

vulnerable [Kerns et al., 1988, p.1476].

Secondly, as it occupies the 0.25-µm technology node, BiCMOS8 is disqualified

from the realm of deep submicron and its associated total dose benefits. As such, the

effects of trapped charge in the gate and passivation oxides of the MOS and bipolar

transistors, respectively, are non-negligible. Indeed, it discovered through both TDD

and TID testing that ionizing radiation is of paramount importance to the hardness

of the front-end ASIC.

Last is “the well-documented problem [when] using commercial foundries that

the intrinsic hardness can change dramatically with no apparent cause” [Hughes and

Benedetto, 2003, p.513]. With cautionary tales of a fivefold reduction in hardness

due to ‘process updates’ in wide circulation [Hughes and Benedetto, 2003, p.513],

it is necessary to first characterize the target process for TID degradation, as was

demonstrated in Section 2.1. This establishes the baseline levels of degradation to be

overcome through RHBD, the efficacy of which is confirmed by the absence of their

impact on the total-dose and single-event responses of SVEPRE (cf. Chapter 6).

In that vein, the remainder of this dissertation is concerned with the novel design

techniques employed in order to obtain the desired baseline performance for the front-

end as well as the RHBD techniques used to preserve this behavior in the face of the

radiation effects outlined in this chapter.
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Figure 2.38: Example layout and band structure of SiGe HBT. The cross-sectional
layout view in (a) is not to scale, but includes the E-B oxide spacer between the
base and polysilicon emitter. Due to the introduction of Ge, the band diagram in (b)
exhibits a larger valence band potential barrier, preventing hole back-injection. The
graded Ge profile in (b) produces a built-in base field that reduces electron transit
time. After [Cressler , 2005, p.1561–1563]
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Chapter 3

Architecture

Although the architecture of the front-end ASIC depicted in Figure 1.22 could hardly

be simpler, consisting of just two blocks, this decomposition belies the existence of

several system-wide considerations that guide the design of its composite LNA and

AAF. The requirements of Chapter 1, originating both from the science of plasma

waves (namely, the frequency and power ranges of their electric field components)

and the demands of the target spacecraft (videlicet, its available power, mass, and

antennas), along with the deleterious radiation effects described in Chapter 2 (of both

the total dose and single-event varieties), translate into performance specifications for

the underlying amplifier and filter. The derivation of these component specifications

is one of the key contributions of this research and its upshot justifies the pursuit of

a custom solution in the form of SVEPRE.

The primary role of the LNA, as addressed in more detail in Chapter 4, is to

translate the potential induced at the terminals of a cylindrical dipole antenna into

the voltage range required by the subsequent circuitry without distortion. The first

step, accurately sensing that electromotive force (emf) over a wide bandwidth and

dynamic range, dictates limitations on the input impedance and input-referred noise

of the amplifier whereas the second, the amplification phase itself, hinges upon a

gain throughout all LNA stages which is both highly linear and easily tailored to the

scientific concerns of the mission.

For the AAF, whose objective is to aggressively attenuate out-of-band interferers,

133
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thereby avoiding aliasing artifacts in the final data samples, it is shown in Chapter 5

that this LNA gain is both a boon to the noise performance and a hindrance to

the linearity. Plus, just as the antenna considerations drive the LNA specifications

at the input to the chip, the limitations of and variability amongst the ADC and

digital back-end of the host spacecraft, constrain the maximum filter bandwidth and

attenuation.

As punctuated by the preceding pair of paragraphs, common themes run through

both the LNA and AAF specifications derived from the requirements of Chapter 1,

each of which presents a challenge that must be met in the face of the TDEs and

SEEs of Chapter 2. Section 3.1 categorizes the four most prominent of these:

programmability, linearity, noise, and input-impedance. Each is treated in a separate

section that determines the numerical value(s) of the appropriate performance metrics

for the given component, thereby completing the set of specifications which SVEPRE

is designed to satisfy. To achieve these, two high-level design choices that permeate

front-end architecture are then outlined in Section 3.2.

3.1 Component Specifications

In deriving the set of four component specifications below—some of which apply

with equal import to both the LNA and AAF, others to just one—the order of the

subsections ranges from the former to the latter. Specifically, the flexibility of the

chip and the spectral purity of its overall output are contingent on both the LNA

and AAF achieving the wide range of programmability and low levels of harmonic

distortion described in Section 3.1.1 and Section 3.1.2, respectively. As a consequence

of the Friis noise formula,1 the noise performance of the LNA is more critical than

that of the AAF, so the treatment of the two components in Section 3.1.3 is weighted

accordingly. Finally, the high input impedance of the LNA alone is responsible for

1This noise formula is distinct from the Friis transmission formula employed in the design of
antennas for communication links [Stutzman and Thiele, 1998, p.79]. Although originally defined in
terms of noise factor [van der Ziel , 1986, p.36–38], the Friis noise formula can be adapted so as to
relate the input-referred noise PSD (Sin(f)) for a signal chain composed of K stages to the gains
(A1, A2, A3 . . .AK ) and noise contributions from each of the stages as referred to their own inputs
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the antenna coupling promoted in Section 3.1.4.

3.1.1 Programmability

The overarching front-end specification is programmability,2 which describes the

ability to command it into different modes during the course of an orbit or mission

as befits various scientific objectives. Such flexibility allows the target receiver to be

adapted to an array of measurement environments, as is obviously required of any

scientific instrument. But, this is especially critical for the advanced investigations

proposed at the outset of Chapter 1 that treat the radiation belts as a laboratory

in which to perform experiments whose outcomes cannot accurately be predicted

ab initio. Even when the in-flight configuration is known in advance, the diversity

of orbits and system resources featured by the satellites of Table 1.2 demands that

SVEPRE possess the capacity to accommodate a variety of wave amplitudes and Υa

to find applicability for a broad range of missions.

Whether used pre-launch, in-flight, or both, programmability is paramount

amongst the component specifications of this section because it increases the com-

plexity of each, since performance must be maintained throughout the programmable

range. That is, SVEPRE must not only satisfy the requirements for linearity, noise,

(S1, S2, S3 . . .SK ) via:

Sin(f) = S1(f) +
S2(f)
A1(f)

+
S3(f)

A1(f)A2(f)
+ . . .

=
K∑
k=1

Sk(f)
k−1∏
j=1

Aj(f)

Since the contributions from downstream stages (k>1) are mitigated by the preceding stage gains,
the first stage, in this case the LNA, should be the dominant source of noise in any well-design
communication system [van der Ziel , 1986, p.34].

2In this document, programmability refers to hardware which has a finite and often small number
of discrete modes whose operation is mutually exclusive. Each mode is distinguished by a unique
set of values for one or more variable parameters (e.g., gain). This is contrasted with the continuous
adjustment of circuit properties through an infinite set of analog values spanning a bounded range.
Such a procedure is known as trimming(tuning) when the allowable resolution of the sweep is
high(low) but the range narrow(broad).
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and power dissipation under both baseline and irradiated conditions, but also across

the space of programmable operating modes.

This latter condition implies internal signals with a wide range of amplitudes and

frequencies. But, in contrast to the front-ends of the WBRs of Table B.6, SVEPRE

does not require multiple frequency divisions or gain settings on account of its wide

bandwidth and dynamic range specifications. Instead, as explained in Section 3.1.1.1

and Section 3.1.1.2, respectively, the selection of available modes for the LNA gain

and AAF bandwidth is aimed at enhancing the utility of the receiver instrument.

3.1.1.1 LNA Gain

Given the 90-dB target SFDR specified in Figure 1.22, which covers the full power

range of the signals in Figure 1.21, it would seem at first blush that the gain of

the LNA, Gp, need not be programmable. Indeed, whereas the WBR front-ends of

the instruments in Table B.6 employ a VGA with up to 16 gain steps to cover a

programmable range of up to 90 dB, often regulated by an AGC loop, this is only

necessary to accommodate the limited dynamic range of downstream elements in their

signal path (cf. Section 1.2.1.3).

However, there are two system-level motivations for programmable Gp that arise

from subtleties in the representation of the phenomena of interest in Figure 1.13. The

first is that at any given point in the orbit, not all the depicted wave phenomena are

present simultaneously: Z-mode radiation, upper-hybrid resonance (UHR) noise, and

hiss bands of different phenomenological origin are all located at different latitudes

throughout the plasmasphere; whistler-mode chorus is pronounced in the trough near

the plasmapause; and auroral kilometric radiation (AKR), electron cyclotron waves at

the half-harmonics of ωce, type III solar radio bursts, and continuum radiation have

only been observed beyond the plasmapause [Lemaire and Gringauz , 1998, p.105–

107].3 Thus, the availability of additional gain settings allows the experimenter to

3This localization does not obviate the need for the large DRI of the target receiver. As described
in Section 3.1.2, previous WBRs with large DRT but much smaller DRI may not have sufficiently
linear dynamic range to observe the weaker signatures of phenomena that have propagated to the
satellite from distant source regions. The uncertainty about the presence of such low-energy plasma
waves in the radiation belts is, in fact, one of the motivations for further experimentation.
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Figure 3.1: Relationship of LNA input to induced dipole emf. The maximum Vout,
as dictated by the ADC, necessitates programmable Gp for the range of expected Ein

and La.

concentrate the instrument sensitivity on either local, high-power or distant, low-

power signals, should the other class be absent.

Secondly, as depicted in Figure 3.1, the input to the LNA, Va is the emf induced

between the terminals of the receiving dipole antenna by the electric fields whose

spectral densities are plotted in Figure 1.13 (cf. Footnote 23 of Chapter 1). For a

given wave electric field, Ein, whose component in the direction of the dipole axis is

EL(l), the potential Vax (for x=1, 2) of each of the long, identical dipole elements of

length La and radius ra is just the mean of the potential along its length, given by

[Meyer-Vernet and Perche, 1989, p.2405]:

Vax = − 1

La

∫ L

0

lEL(l) dl (3.1)

Often, it is convenient to introduce in place of this integral a normalized quantity

describing the distance between point charges in an equivalent dipole moment that

would generate the same potential. This effective length, Leff , is given by [Gurnett ,
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1998, p.124]

Leff =
Va

EL(l)
=


La , dipole

2La , double-probe

(3.2)

where the piecewise bifurcation results when kL—the component of the wave vector

for EL(l)4—satisfies kLLa � 1. Intuitively, (3.2) reflects the fact that for a dipole

much shorter than a wavelength (kLLa�1),5 EL, and thus the charge distribution, is

approximately uniform across each element, so that the mean of (3.1) lies at La/2; the

pair of such arms effectively mimics an ideal dipole whose charges are thus separated

by Leff =La. By contrast, the charges accumulated on the spheres at the ends of the

double probe, which are a faithful approximation to the charges of an ideal dipole for

sufficiently large La/ra ratio, are separated by its full tip-to-tip length, Ltt =2La =Leff

(cf. Footnote 13 of Appendix B).

According to Table B.3, previous satellites of all classes have flown dipoles with

0.16 m≤LTT≤500 m, resulting in a wide range of Va for a given Ein. Yet, as shown in

Figure 3.1, an LNA compatible with all such antennas must translate these assorted

Va into the voltage range of the subsequent circuitry, which is limited to a maximum

of 1 VPP by the ADC (cf. Figure 1.22) such that:

Vout = (GpLeff)EL ≤ ±1 VPP (3.3)

Thus, to accommodate the bulk of the entries in Table B.3,6 with 6 m≤LTT≤100 m

4As is addressed in Section 3.1.4, the effective lengths in the piecewise specification of (3.2) hold
both with and without the presence of a plasma sheath. For f�fpe, the antennas simply behave as
short dipoles in free space, provided kLL�1. In the presence of the sheath, the plasma coupling can
be treated as uniform for f�fpe, so the moment of the charge distribution is still at the middle(end)
of each dipole(double-probe) element [Gurnett , 1998, p.127].

5If the antenna is long compared to the wavelengths of interest (kL�1) then periodic variations
in the potential over the length of the antenna reduce the average in (3.1), diminishing the antenna’s
response to such high-frequency waves. This effect can be expressed either by modifying Leff or by
explicitly indicating the dependence on direction. A short dipole, like those considered in this work,
provides maximum response to fields along its axis, since kLLa�1 is satisfied by the fact that kL≤k
for all angles. However, a long dipole favors waves incident at an angle perpendicular to the axis
of the dipole, for which kL� k so that while kLa� 1, kLLa� 1 [Meyer-Vernet and Perche, 1989,
p.2405]. Thus, these results also hold for long dipoles nearly orthogonal to Ein.

6Since 1974, no WBR has been flown with dipoles shorter than the floor of this range (LTT≥6
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and thus effective lengths ranging from 3 to 50 meters, Gp must be programmable

between 0–24 dB in order to keep the parenthesized term in (3.3) constant.7

3.1.1.2 AAF Bandwidth

Although modern satellites of sufficient scale can offer copious amounts of system

resources discussed in Section 1.2.2, such as telemetry, power, data storage, and

high-speed clocking, the growing class of miniaturized satellites remains limited in

one or more of these regards. For example, with less surface area(volume) for

solar panels(batteries), microsatellites typically offer lower telemetry rates (Υt) and

supply less power than their large-scale counterparts.8 Both spacecraft genre are also

hampered to a degree by the need to share clocking and memory amongst their various

instrument payloads. So, the resources required for high-speed sampling, including a

fast, low-jitter clock and sufficient solid-state buffers, are rare (cf. Table B.1).9

To reduce the demand for the four types of aforementioned resources, all of which

pertain to the digital back-end, it is desirable to offer the option of down-clocking

this portion of the system. Down-clocking can either be part of the baseline design,

in which case the overall back-end is simply designed to run at a maximum sampling

rate lower than that achievable by some of its components, or an option to be selected

in flight, as often distinguishes an instrument’s burst and survey modes (e.g., the 64×
difference in sampling rate between the survey and burst modes of the FAST WBR

documented in Table B.6).

In the latter case, unlike FAST, which uses dedicated ADCs with different

sampling rates to support survey and burst mode [Ergun et al., 2001, p.71—73], or

the Polar HFWR, which produces the bandwidth divisions in Table B.6 by decimating

m). SVEPRE remains compatible with outliers beyond the upper end, such as the long Ex(Ex and
Ey) dipole(s) on DE1(IMAGE), with the use of an external attenuator.

7This argument only justifies the need for a 24-dB gain range; it does not explicitly justify starting
at 0 dB. The absolute endpoints of the gain range are justified by the dynamic range considerations
in Footnote 37.

8Adducing Table 1.2, observe that the daughter satellites of the THEMIS(CLUSTER) mission
feature approximately an order of magnitude less Ptot(Υt) than the Polar(FAST) spacecraft.

9One of the pioneers in this regard is the DEMETER spacecraft, which is uses an X-band
telemetry system (Υt =16.8 Mbps) and 8 Gb of on-board flash memory to support a burst mode Υa

of 1.6 Mbps [Cussac et al., 2006, p.414].
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the output of a constant-rate ADC, the full power benefit of down-clocking is only

achieved by operating the digital portions of each hardware channel at a lower master

clock rate. For the target receiver, such in-flight down-clocking would constitute

merely dividing the clock supplied to the ADC and FPGA, reducing their power

dissipation proportionally, according to the rule of the thumb for digital logic.10 The

drawback to this approach is that the reduced sampling rate requires a corresponding

drop in the cut-off frequency of the AAF to avoid aliasing. Rather than implement

this analog circuit as a programmable block, FAST opts to replicate it, creating

separate AAFs for each ADC, while Polar performs the necessary filtering in the

digital domain after sampling.

To render the target receiver capable of extracting the full power savings

associated with in-flight down-clocking, as well as enable its use by classes of satellite

whose resources only support lower Υa, the bandwidth of the SVEPRE AAF is

programmable. It can be set to one of three modes, hereafter dubbed, in order

of increasing bandwidth, Mode A, Mode B, and Mode C, whose passband edges, fpa,

fpb, and fpc correspond to scientifically relevant boundaries. The passbands of the

target responses for each are depicted in Figure 3.2.

To capture the entirety of the signal space in Figure 1.21, including high-frequency

phenomena such as type III solar radio bursts above 100 kHz [Ergun et al., 1998;

Reiner et al., 1998], as well as afford the ability to extract plasma parameters from

knowledge of fpe at radiation-belt Ne levels,11 Mode C has a bandwidth of fpc =1080

kHz, supporting the maximum ADC sampling rate (5 MS/s). At the opposite

extreme, Mode A features a passband cut-off of just fpa =30 kHz so as to still capture

the whistler mode waves of Figure 1.11 that participate in resonant wave particle

interactions (cf. Section A.3) while minimizing demand for spacecraft resources.

Logarithmically spaced between these two lies the Mode B cut-off (fpb = 180 kHz)

which is both conveniently located from a design standpoint, being a factor of 6

10This relationship does not strictly hold for ADCs in general nor that of [Wang , 2009] in
particular, but is appropriate for any digital logic therein, as well as all of the subsequent data
processors.

11According to (1.2), fpe = 1 MHz for Ne' 1.2×104 cm−3, which is the average electron density
at the inner edge of plasmasphere (cf. Section A.1.2); thus, fpc exceeds the maximum fpe observed
in the radiation belts.
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Figure 3.2: AAF Bode plot for each bandwidth mode. The nominal passband cut-offs
of fpa =30 kHz, fpb =180 kHz, and fpc =1080 kHz support 150 kHz, 850 kHz, and 5
MHz sampling rates, respectively.
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lower(higher) than fpa(fpc), and sufficient to capture all the wave modes native to

the plasmasphere (except UHR noise) according to Figure 1.12.12

3.1.2 Linearity

Since the electromagnetic waves of interest propagate through the magnetosphere,

sometimes great distances and often along the geomagnetic field lines, their (poten-

tially faint) reception at points removed from the source region is limited only by

changes in the plasma conditions along the path (e.g., the plasmapause as discussed

in Section A.1.2) and the minimum signal detectable by the receiver. In contrast

to the low instantaneous dynamic range (DRI) of most of the WBRs in Table B.6,

the large DRI of the target receiver permits the simultaneous reception of strong

local phenomena and in the presence of weaker, propagated ones.13 Using the inset

spectrogram of Figure 1.14 as an example, note that both strong (red) chorus bursts

and weaker (green) hiss bands are present simultaneously, so a DRI of just 50 dB

would be insufficient.

However, to clearly discriminate both signals in such a case, instantaneous

dynamic range is not the most salient metric. Instead, as explained below, a measure

of the distortion lines introduced by the nonlinearities of the receiver front-end is

paramount to the spectral analysis of plasma waves, in which spectrograms such as

that of Figure 1.14 are the primary means of compactly representing their evolution

in time, frequency, and power.14 In fact, such spectral analysis is so fundamental

that for Υt-constrained spacecraft, it is often sufficient to merely telemeter a

12This choice of fpb also enables SVEPRE to interface with legacy terrestrial receivers at Stanford,
which support lower resolution sampling at a rate of 333 kS/s.

13Recall from Section 1.2.1.1 that the instantaneous dynamic range (DRI) of a plasma wave
receiver is the maximum dynamic range achievable at any single gain setting. In contrast, the total
dynamic range (DRT), which accounts for the extremes in signal size that the receiver is capable
of measuring when all allowable gain settings are considered in aggregate, is not pertinent to such
measurements of simultaneous wave events, since the duration of their overlap is routinely too short
to permit gain stepping, For the WBRs of Table B.6 that feature AGC loops, cycle times range from
86–500 ms, whereas chorus waves only last on the order of 0.1–1 s [Inan et al., 1983].

14Indeed, for signals whose electric field spectral densities span 90 dB, it would hardly be practical
to distinguish the simultaneous phenomena at the opposite extremes of this range using the time
domain record of the measured voltage.
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compressed spectrogram image in lieu of the full time-domain data set [Gurnett , 1998,

p.135]. By performing Fast Fourier Transforms (FFTs)15 on successive, potentially

overlapping segments of the data record that have been appropriately windowed

to prevent frequency smearing (cf. Section 6.2.2.4) and, optionally, averaging the

resulting magnitudes of these spectra across multiple such records, the essential

spectral character of the wave phenomena can be extracted via signal processing

and condensed into a more suitable telemetric format. Whether created aboard

the satellite or by GSE during post-processing, such spectrograms are the key data

product generated by the target receiver, so its fidelity is best specified using a

frequency-domain metric known as spurious-free dynamic range (SFDR).

3.1.2.1 Spurious-Free Dynamic Range

In its simplest form, a spectrogram column is just the power density spectrum

of the signal produced by the front-end, y(t), which can be approximated by the

squared-magnitude, |Y (f)|2, of the single-sided spectrum, Y (f),16 that results from

the N -point FFT.17 Figure 3.3 depicts the case of a single-tone sinusoidal input,

x(t) =Xosin(2πfot), that has passed through a generic front-end. In addition to the

anticipated peak at fo—the fundamental—the spectrum18 exhibits coherent energy

at integer multiples of fo known as harmonics,19 as well as a background noise floor

15The details of the Fast Fourier Transform, a commonly employed algorithm for computing the
discrete Fourier transform (DFT), are beyond the scope of this work. For an introduction, the reader
is recommended to Chapter 9 of Oppenheim et al. [1999, p.629–692].

16Without the separate in-phase and quadrature channels found in some SFRs (e.g., IMAGE
[Reinisch et al., 2000, p.338]), SVEPRE only generates a real-valued output signal that, by definition,
produces a spectrum which is conjugate symmetric about the Nyquist frequency [Oppenheim et al.,
1999, p.576]. Thus, only the positive frequencies need be considered.

17In practice, since y(t) is a stationary random signal that does not conform to the Fourier theory
encompassing its deterministic counterparts, such as ideal sinusoids, its power density spectrum
must be analyzed using spectral estimation techniques, rather than a straightforward DFT. One
such method, the periodogram analysis discussed further in Section 6.2.2.4, employs a discrete
Fourier transformation (DFT) of the samples of y(t) (y[n]), that, for convenience, is approximated
here by the use of the squared-magnitude of the continuous-time Fourier transform of y(t), Y (f),
rather than the DFT.

18For brevity, subsequent references to the signal spectrum indicate its power density spectrum,
unless otherwise noted.

19As per the standard practice, the harmonic at 2fo is known as the second harmonic, that at 3fo

as the third, and so forth. So, though not typically referred to as such, the fundamental itself would
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Figure 3.3: Spectral elements utilized in definitions of noise and linearity metrics. The
ideal output spectrum contains only the fundamental (in blue), but environmental
and circuit nonidealities generate both coherent (in red) and incoherent (in green)
power in the real spectrum.

due to random processes. These ancillary elements constitute front-end non-idealities

that can be characterized with a variety of metrics.20

Perhaps the most common of these is the signal-to-noise ratio (SNR),21 defined

as the ratio (in dB) of the power of the fundamental (Pfund) to that of the noise floor

(Pnoise), with the latter integrated over the noise bandwidth of the system,22 and the

be the first harmonic.
20Borrowing from the field of ADC testing, this document adheres to the metric terminology of

[IEEE Std 1241-2000 , 2001], except as noted, since the front-end output is eventually processed in
the digital domain to produce spectrograms in any real system.

21Alternatively, this may be known as the signal-to-nonharmonic-noise ratio (SNHR) [IEEE Std
1241-2000 , 2001, p.13]

22The noise bandwidth is simply the bandwidth of an ideal brick-wall filter that possesses the same
peak value and total noise power (i.e., area under its magnitude response curve) as the frequency
response of the actual system [Lee, 1998, p.246]. For the purposes of this section only, it can be
optimistically approximated by the AAF passband cut-off (fp) in a given mode. It is formally
specified in Section 6.2.3.3.
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cumulative power of the harmonic spurs (Pharm) ignored:23

SNR = 10log10

(
Pfund

Pnoise

)
(3.4)

Associating the power of the harmonics with that of the fundamental from which they

are derived, SNR only treats as extrinsic any noise contributions to the spectrum

which cause it to deviate from the ideal (scilicet, having all energy concentrated

at fo).24 Although Pnoise indeed limits the ability to resolve small signals (cf.

Section 3.1.3.1), this delineation is not appropriate for the spectral analysis of plasma

waves for two reasons.

First, the harmonics that result from front-end nonlinearities are equally prob-

lematic, as they can easily be mistaken for or interfere with natural harmonics that

may be present, as in the case of cyclotron resonance captured by (A.33) or the half-

harmonics of ωce depicted in Figure 1.13. Instead, to capture the impact of both

Pharm and Pnoise, the signal-to-noise-and-distortion ratio (SNDR),

SNDR = 10log10

(
Pfund

Pnoise + Pharm

)
(3.5)

is commonly invoked.25 As Xo increases, the numerator of (3.5) increases until the

amplitude of x(t) exceeds that which the front-end is capable of processing. The

23The complementary metric which omits Pnoise in favor of Pharm, is the total harmonic distortion
(THD) which gives the ratio (in dB relative to the fundamental, or dBc) of the quadrature sum of
the powers of each of the k harmonics, Pharm,k, to the power of the fundamental:

THD = 10log10

(∑
k

Pharm,k

Pfund

)

where k can index through all available harmonics at frequencies kfo, but is formally restricted to
the range k=2, 3, . . . 10 unless otherwise noted [IEEE Std 1241-2000 , 2001, p.47].

24Although noise from random processes is just one such contributor, along with others such as
coherent interferers and intermodulation products [IEEE Std 1241-2000 , 2001, p.51], it is the only
one pertinent to case of a single-tone input under consideration.

25When measured in the time domain as the ratio of the RMS power of the fundamental
(represented by a sinusoidal least-squares fit) to the RMS power of the remaining signal content
(the so-called total noise), the equivalent quantity is abbreviated as SINAD [IEEE Std 1241-2000 ,
2001, p.12]. The frequency-domain computation is carried out here in accordance with the theme
of spectral analysis.
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maximum of (3.5) over this range is the formal definition of what has heretofore been

deemed the instantaneous dynamic range:

DRI = max
Xo

{SNDR} (3.6)

Although it accounts for the presence of both undesired harmonics and random

noise, DRI fails to accurately describe the analytical capability of the front-end for a

second reason, depicted in Figure 3.4. In this limiting case, the target receiver and, in

fact any RF front-end [Lee, 1998, p.295], must remain linear while capturing strong

wave phenomena in the presence of weak ones. For an ideal receiver, as shown in

Figure 3.4(a) it is still possible to resolve both the strong tone at fo and a second

signal of interest (at f1) which is 90-dB weaker. But, if an actual receiver introduces

energy both in the noise floor (in green) and at the harmonics (in blue), such that the

latter dominates the former and produces a second harmonic just 75 dB below the

fundamental, as in Figure 3.4(b), the signals at f1 and f2 become indistinguishable

from the receiver’s own distortion.

Whether these harmonics, generated by nonlinearities of the front-end circuitry,

overlap with the weak natural phenomena or merely reside elsewhere in the spectrum,

the strongest of them sets the level, relative the fundamental, below which it becomes

impossible to discriminate between natural signals and receiver distortion. This power

distance from the fundamental to either the largest harmonic, located at fharm (3fo,

in the case shown) or to the peak of the noise floor, located at fnoise (should it exceed

the strongest harmonic), defines the SFDR, in dB, as:

SFDR = 10log10

(
|Y (fo)|2

max
{
|Y (fharm)|2 , |Y (fnoise)|2

}) (3.7)

Since SFDR varies with Xo, its subsequent specification should be interpreted as a

maximum over the signal range, just as for DRI in (3.6), unless the input amplitude is

explicitly stated. As it is the primary measure of receiver nonlinearity in this work,26

26References hereafter to the linearity of a circuit, are presumed to be in the sense of its maximum
SFDR unless otherwise stated.
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Figure 3.4: Impact of SFDR on signal discrimination in output power spectrum.
Signals 90 dB below the fundamental can be resolved by (a) an ideal receiver, but are
not visible in the output spectrum of (b) a receiver with just 75-dB SFDR.
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a brief discourse on the other subtleties of interpreting, computing, and achieving

high SFDR follows.

3.1.2.2 Spot Noise

Assessing the SFDR of SVEPRE requires the injection of a single, spectrally pure

sinusoid of the form of x(t) and comparing various peaks in the output power spectrum

according to (3.7).27 Note that as opposed to SNR and SNDR, which consider

the total integrated power of the unwanted components, SFDR only measures the

localized, or spot power, at specific frequencies (fo, fharm, fnoise). When the power

spectrum is obtained using an N -point FFT of samples obtained at a rate of fs, as

explained in Section 6.2.2.4, each of these corresponds to a frequency bin of finite

width ∆f = fs/N and it is critical that this width be specified in order to properly

assess linearity via SFDR.

To see why, assume without loss of generality that total power Pnoise exhibits

only the circuit noise power, Pno, which can be modeled by a single output-referred

source that is white (i.e., frequency independent) over the full noise bandwidth

[Motchenbacher and Fitchen, 1973, p.39]. Then, the peak of the noise floor is simply

|Y (fnoise)|2 =
Pno

N
(3.8)

In the absence of harmonic distortion, whereby (3.8) dominates the denominator of

(3.7), a longer FFT would effectively improve the SFDR for the same underlying

analog circuitry by reducing the per-bin noise. A similar result holds for the coherent

signals in (3.7): they have some finite bandwidth,28 the power at the extremes of which

27Assuring the purity of the input tone is of critical importance, since the SFDR should only
describe the harmonics generated by the nonlinearities of the front-end circuitry, not those injected
from the signal source. Techniques for addressing this problem are presented in Section 6.2.2 and
Section H.1.3.

28From Figure 1.13, it is clear that the noise-like plasma wave signals of interest can, in fact, be
very broadband. The astute reader may question, then, the preceding justification of SFDR which
contrasted the narrow-band representations of the signals in Figure 3.3 against the broadband noise
floor when, in reality, the former are noise-like in character. But, as shown in Section 3.1.3.1, it is
possible to represent such phenomena with sine wave equivalents for purposes of testing SFDR and
deriving specifications that achieve the desired spectral discrimination [Scarf et al., 1980, p.38].
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is erroneously omitted from calculations at fo and fharm as ∆f becomes sufficiently

small with increasing N .

Thus, in all that follows, regardless of the AAF mode (read sampling rate), the

90-dB SFDR required of the SVEPRE front-end is specified for a bin width of 1 Hz,

in keeping with the normalization conventionally employed in the noise specifications

of operational amplifiers [Motchenbacher and Fitchen, 1973, p.15] and RF circuit

blocks [Lee, 1998, p.245] noise specifications in general, and the electric field spectral

densities of Figure 1.21 in particular.

3.1.2.3 Large Signal Behavior

One of the primary challenges in designing for high SFDR is that, unlike other

measures of linearity, which simply extrapolate from the behavior of the composite

transistors at low signal levels, SFDR manifests large-signal transistor behavior.

For example, the third-order intercept point (IP3) commonly used to assess the

degree of intermodulation distortion in RF amplifiers is not actually measured at

the power level for which the third-order intermodulation products are equal in size

to the fundamental [Lee, 1998, p.301]. Instead, it assumes the nonlinear behavior is

sufficiently weak that it can be approximated by extracting the low-order coefficients

of the underlying polynomial at a set of three input amplitudes well below the input-

referred IP3 (IIP3) [Lee, 1998, p.297–300]. However, extrapolating out to the IIP3

from these amplitudes neglects the impact of not only higher-order polynomial terms

in the case of strong distortion, but compression of the fundamental as the input

signal approaches its maximum size.29

In contrast to those quantified by low-level linearity measures, high-SFDR circuits

must account for the extent of transistor nonlinearities at the full scale signal level

(1 VPP). To illustrate this, Figure 3.5 and Figure 3.6 present the large-signal

characteristics of two classes of transistors from the chosen manufacturing process:

the standard ID-vs-VDS curves for a pMOSFET and, for a pair of npn BJTs, the

29Indeed, the IIP3 is often specified in conjunction with the −1-dB compression point, since these
two linearity measures describe distinct regimes of the signal space, with the latter corresponding
to distortion at high signal levels [Lee, 1998, p.301]. Here, both roles are played by SFDR, which is
measured (or simulated) at the full signal power.
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β-vs-VBE profiles. The linearity of circuits whose dynamic range is limited by Pnoise

rather than Pharm is sufficient to assume that transistors from both classes operate in

a narrow region around a quiescent point, indicated by gray dots in Figure 3.5(a) and

Figure 3.6(a), where their behavior can be approximated by a linearized small-signal

model. However, using the BJTs of Figure 3.6 as an example, this linearization is

only good to 10% for a 10 mV signal [Gray et al., 2001, p.28]; clearly, such a model

is not accurate enough for the full-scale range of the target receiver.

If, as in the case of IIP3, transistor nonlinearities are merely extrapolated from

a moderate operating regime corresponding to voltage swings of 0.1 VPP, as in

Figure 3.5(b) and Figure 3.6(b), the second and third order coefficients of the resulting

polynomials would be relatively small, since the MOS(BJT) response resembles that

of an oblique(horizontal) line over that interval.

Instead, to achieve 90-dB SFDR for signals that occupy the wider range of

Figure 3.5(c) and Figure 3.6(c), the design of SVEPRE must grapple with the full,

inherently nonlinear, large-signal behaviors of the transistor classes. The design

principles of Chapter 4 and Chapter 5 that address this challenge can be sufficiently

appreciated by representing the nonlinear behaviors of Figure 3.5(c) and Figure 3.6(c)

using the simple, first-order constitutive relations for MOSFETs30 [Sze and Ng , 2007,

p.305–306]

ID =


µpCox

W

L

[
(Vgs − Vth)Vds −

V 2
ds

2

]
, for Vds < Vds,sat

1

2
µpCox

W

L
(Vgs − Vth)2 (1 + λVds) , for Vds ≥ Vds,sat

(3.9)

30The polarities of all voltages in (3.9) are inherited from the analogous expression that describes
the n-type MOSFET. However, a pMOS description is more apropos for the remainder of this text
in light of the device litany in Section 3.2.1. Thus, all voltages and currents in (3.9) (including Vth)
are treated as positive quantities by implicitly taking their absolute values.
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Figure 3.5: Comparison of nonlinear MOSFET behavior. For a 0.5/0.25 pMOS device
from the target technology, simulated ID-vs-|VDS| curves for |VGS| swept from 0–2.5 V
in 25 mV steps indicate increasingly nonlinear behavior for (a) small-signal (b) 0.1 VPP

and (c) 1 VPP signal swings about the quiescent point (gray dot).
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(b) Medium-signal regime.
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(c) Large-signal regime.

Figure 3.6: Comparison of nonlinear BJT behavior for various signal swings. For
both small (We = 0.25 µm, Le = 0.6 µm) and large (We = 0.25 µm, Le = 5 µm)
npn devices from the target technology, simulated βDC-vs-VBE curves indicate that
accurate behavioral models become increasingly nonlinear for (a) small-signal (b)
0.1 VPP and (c) 1 VPP signal swings about the quiescent point (gray dot).
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and BJTs31 [Gray et al., 2001, p.11–16]

Ic = ISe
Vbe/nVT

(
1 +

Vcb

VA

)
(3.10a)

β =
Ic

Ib

(3.10b)

respectively. Although (3.9) and (3.10) omit significant nonidealities (such as pMOS

transconductance limiting with velocity saturation and the reduced β associated

with low- and high-level injection in BJTs), they capture the primary nodal-voltage

dependences in need of linearization and, as such, are cited extensively hereafter for

design intuition.

3.1.3 Noise

In the example of Figure 3.4, it was presumed that Y (fharm) dominated the

denominator of (3.7), so that the noise floor, Y (fnoise), need not be explicitly

represented. But, ensuring this is the case requires that contributions to Pnoise

be carefully determined. In addition to establishing the linearity limits for large

input signals, this reduction of Pnoise is also critical at the other extreme of

the dynamic range: it establishes the minimum detectable signal (MDS).32 In

pursuing a specification for the maximum Y (fnoise) that can be tolerated, three

contributions must be considered: wave phenomena outside the capture window of

31The polarity of (3.10) corresponds to an npn BJT. To within sign, corresponding pnp formulas
are identical, but are of less utility herein according to the assessment of Section 3.2.1. In the npn
case, the reverse saturation current IS is given by

IS =
qDnAen

2
i

WbNA

where Dn is the electron diffusion constant in the base, Wb and NA are the width and doping of the
base, Ae is the cross-sectional area of the emitter, and ni is the intrinsic carrier concentration in Si
(9.65×109 cm−3).

32Although the terms sensitivity and minimum detectable signal are closely related in radio
contexts [Krauss et al., 1980, p.267], the former is also used in feedback theory to describe the
dependence of circuit properties on loop parameters. To reduce ambiguity, then, the latter is
employed in this section.



154 CHAPTER 3. ARCHITECTURE

Figure 1.13, which are considered undesirable; thermal and shot noise associated

with the interaction between charge carriers and a dipole antenna immersed in a

magnetoplasma; and thermal and flicker noise generated by the front-end circuitry.

Each of these is examined in turn below, where a nominal dipole antenna of LTT =20

m (Leff = 10 m) and ra = 10 cm has been assumed, as its length approximates the

median of the representatives in Table B.3 (22 m) and is viable for deployment by

satellites and microsatellites alike.33

3.1.3.1 Minimum Detectable Signal

Returning to the signal space defined in Figure 1.13, recall that the 90-dB difference

between the electric field spectral densities of the strongest (|Wmax(f)|2) and weakest

(|Wmin(f)|2) noise-like signals of interest (10−6 V2/m2/Hz and 10−15 V2/m2/Hz for

bow shock and upper-hybrid waves, respectively) gives rise to the SFDR specification

in Section 1.2.2. Additionally, the absence of relevant phenomena below Wmin(f)

establishes this quantity as the minimum detectable signal which, in turn, translates

into a circuit design requirement: the maximum allowable level of the noise floor

Y (fnoise).

The steps for performing this conversion from plasma wave electric field density,

|Wmin(f)|2, to SVEPRE output noise floor, Y (fnoise), determining the input referred

noise PSD X(fnoise) along the way, are outlined in Figure 3.7. Given a 20-m dipole,

the bow shock and UHR result in PSDs at the LNA input of

|Xmax(f)|2 = |Wmax(f)|2 L2
eff = 10−4 V2/Hz (3.11a)

|Xmin(f)|2 = |Wmin(f)|2 L2
eff = 10−13 V2/Hz (3.11b)

In order to resolve the MDS, (3.11b) implies that the input-referred LNA noise floor,

X(fnoise) be

|X(fnoise)| ≤
√
|Xmin(f)|2 = 316 nV/

√
Hz (3.12)

To propagate this value through the LNA and arrive at Y (fnoise)—and, by extension,

33In subsequent descriptions of the nominal, or any, dipole as being x m long, x is value of LTT.
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Z(fnoise), since the AAF is presumed here to possess unit gain—the nominal Gp

must be determined.34 Assuming that the bandwidth of Xmax(f), ∆fmax, can be

conservatively estimated on the logarithmic frequency scale of Figure 1.13 by the

location of the peak bow shock power, at 200 Hz, the amplitude of a coherent sinusoid

xmax(t)=Xmaxsin(ωt) with the same total power as |Xmax(f)|2 in (3.11a) would be 35

Xmax =

√
2∆fmax |Xmax(f)|2 = 200 mV (3.13)

To leverage the resolution of the subsequent ADC, the LNA should amplify this signal

so as to occupy the full-scale range of 1 VPP. However, as the original specifications

for the part of [Wang , 2009] called for a 2 iVPPnput range, an additional factor of 2

is sought.36 Thus, the nominal gain of the LNA in this work, Gpo, is established at

14 dB.37

This gain translates the input requirements of the LNA—namely, a maximum

equivalent sinusoidal signal of 0.2 VPP and a noise floor of 316 nV/
√

Hz—into the

corresponding AAF specifications:

Ymax = GpoXmax = 1V (3.14)

Y (fnoise) = GpoX(fnoise) = 1.58 µV/
√

Hz (3.15)

where Ymax is the amplitude of a coherent sinusoid, ymax(t)=Ymaxsin(ωt), equivalent

to the maximum expected electric field density at the AAF input. Examining (3.15),

34Recall that Section 3.1.1.1 only motivates a programmable range of 24 dB, not the absolute
gain.

35Published results of equivalent sine wave sensitivities typically account for the total power of
broadband plasmas waves by integrating over the actual system bandwidth, rather than the full
wave bandwidth (∆fmax) used here assuming an all-pass signal path. The former method reduces
the result of (3.13) by a factor of 1/2 [Scarf et al., 1980, p.38] to 1/4 [Gurnett et al., 1997, p.205].
But, to prevent saturating the front-end, (3.13) is purposely formulated to provide a conservative
assessment of maximum expected signal.

36In a receiver system that adopts the 1 mVPPaximum signal swing, excess Gpo can be traded for
a smaller antenna or, alternatively, a more symmetric programming range.

37 As this corresponds to a 20-m dipole, the programmable gain necessary to achieve compatibility
with the extremes of antenna family identified in Section 3.1.1.1 must span 0 dB (LTT =100 m) to
24 dB (LTT =6.3 m).
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Figure 3.8: Illustration of noise floor for sine wave equivalents of broadband inputs.
As opposed to the narrowband case of Figure 3.4, when Pharm = 0 the SFDR is
lower for (a) broadband inputs than (b) their sine wave equivalents. The former,
observed in flight, set the 90-dB specification; the latter are employed for laboratory
characterization.

it is noteworthy that, according to the treatment in Section 3.1.2.1, an SFDR of 90 dB

for |Y (fo)| of 2−1/2 V/
√

Hz only requires Y (fnoise)≤23 µV/
√

Hz. But, since the MDS

is determined relative to the noise-like wave phenomena, whose spectral densities

are broader and weaker than the equivalent sinusoids used in testing, the noise floor

must actually be nearly an order of magnitude lower. This point is illustrated in

Figure 3.8 for the simple case of Pharm = 0. Although the 90-dB SFDR specification

is derived by comparing broadband signals against the noise floor in a spot sense,

as in Figure 3.8(a), laboratory measurements such as those of Chapter 6, which

are obtained using sinusoids of equivalent power, exhibit a much larger spot ratio,

as depicted in Figure 3.8(b). This lower noise floor renders the limiting harmonics

visible, but cannot itself be properly used to assess the SFDR.

Thus, although the SFDR metric defined in (3.7) would traditionally be sufficient

to specify both the requisite harmonic suppression and noise floor, using equivalent
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sine waves to test the front-end in place of the broadband plasma phenomena

decouples these two quantities. For such inputs, the harmonics must still be

suppressed by 90 dB, in order to satisfy (3.7) both for coherent and incoherent waves,

but the noise floor must satisfy (3.15) in order to resolve the MDS when it is noise-like

in character, requiring a level 113 dB below the fundamental.

3.1.3.2 Antenna Noise in Plasmas

In any receiver system, noise generated by the receiver itself should not exceed the

MDS. The primary contributions to the noise of plasma wave receivers are that

generated by the dipole antenna immersed in the cold plasma of the magnetosphere,

discussed here,38 and that of the integrated electronics, as presented in Section 3.1.3.3.

Uncertainties in the random interactions of the antenna with the electrons and

ions of the plasma give rise to two classes of noise: thermal noise (otherwise known as

Johnson-Nyquist noise [Lee, 1998, p.244]) and shot noise. It is extremely difficult to

obtain accurate analytic expressions that describe the PSDs of these noise phenomena,

ST(f) and SS(f), respectively, under all conditions. However, in practice, a series of

approximations and limiting cases can be employed to arrive at unified model that

is sufficient for this work, as is carried out in Appendix D. Assuming familiarity

with the background and terminology therein, this section focuses specifically on the

low-frequency regime in which these contributions are shown to reach their maxima.

It is well known that any conductor immersed in a plasma is enveloped by an

electrostatic plasma sheath [Bittencourt , 1995, p.279–288], whose formation governs

the noise of the dipole in the regime where f�fpe. The sheath can be composed of

either electrons emitted by the conductor through photo-stimulation under ultraviolet

38The case of a transmitting antenna is quite distinct. The large potentials driving the antenna
result in sufficient energization of the near-field plasma as to merit its treatment using a warm, rather
than cold, plasma approximation (cf. Section 1.1.3.1). Additionally, if these potentials exceed the
ambient plasma potential, the sheath region becomes highly nonlinear, invalidating the linearization
of the fluid theory equations typically used to describe it [Chevalier , 2007, p.12]. Indeed, the sheath
structure is sufficiently complicated that kinetic or fluid simulations are the only practical means of
properly modeling such cases, with a recent example of the latter provided by the excellent work of
Chevalier [2007]. Thankfully, for receive antennas, the linearized cold plasma [Chevalier , 2007, p.4]
and electrostatic sheath models [Chevalier , 2007, p.9] leveraged in Appendix D are sufficient.
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radiation (photoelectric sheath) or of relatively immobile ions in the plasma (positive

ion sheath). The sheath assumes one character or the other depending on the floating

potential of the probe, Vo, and the plasma electron density, Ne, according to Langmuir

theory [Gurnett , 1998, p.126].39 For a Maxwellian plasma, this formulation dictates

that the antenna-plasma coupling is dominated by the resistance and capacitance of

the sheath given in (D.9) and (D.13) and restated here for convenience as:

RS =


2
kTe

q

1

Ipho + Ii

, positive ion

−2
kTph

q

1

Ieo + Ii

, photoelectric

(3.16)

CS =
πε0La

ln(Do/ra)
(3.17)

Through carefully accounting for RS in the final computation of the antenna

impedance, Za, (cf. Section D.1.2.3) it not only determines the total noise in the

low frequency regime, but the maximum expected over the full antenna bandwidth.

To illustrate this, Figure 3.9 presents predictions of the unified model in

Appendix D for the total antenna noise PSD, Sa(f), at altitudes corresponding

to the generally accepted centers of the inner (L = 2) and outer (L = 4) belt (cf.

Section 1.1.1). For each altitude, Table 3.1 summarizes the computed properties.40

With the exception of the resonance near fpe, in both cases, the noise in the low-

frequency regime, which is governed by RS,41 exceeds that above fpe, where the

39It is this Langmuir theory, which describes the equilibrium voltage and current distributions
along a plasma-immersed conductor, that motivates the extraction of plasma parameters from the
eponymous probes described in Footnote 9 of Appendix B. Its application to this work is more fully
articulated in Section D.1.1.

40To complement these outputs, a complete list of the corresponding simulation inputs is provided
in Table D.1.4.

41The fact that the antenna noise represented by Rs is inversely proportional to its surface
area (cf. via the currents in (3.16) given by (D.4)) while the induced signal voltage is directly
proportional to its effective length (cf. (3.2)) presents that rare engineering decision with regard to
maximizing SNR in which there is no trade-off: longer is always better [Gurnett , 1998, p.129].
The only constraints are that the antenna remain electrically short (scilicet, La < λ so that
∆V =(Leff∆E) sinc(La/λ)'Leff∆E [Mozer , 1973, p.305]), which is not difficult at VLF frequencies,
and, perhaps more challenging, that it be possible to reliably deploy it. Indeed, the spin-stabilization
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Property Symbol Inner zone Outer zone Units

Equilibrium sheath

Type Ion Ion
Floating potential V0 -0.607 -3.19 V

Sheath impedance

Resistance RS 167 2980 kΩ
Capacitance CS 205 104 pF
Transition fS 4.64 0.516 kHz

Radiation impedance

Resistance Rr 1.40 3.62 kΩ
Capacitance Cr 863 134 pF

Total noise

Low-frequency Sa(0) 0.136 1.28 µV/
√

Hz

Table 3.1: Antenna properties predicted by unified noise model of Appendix D,
corresponding to results in Figure 3.9.

dipole impedance becomes largely reactive, approaching its free-space capacitance:

CA =
πε0La

ln(La/ra)− 1
(3.18)

The maximum antenna shot noise (∼100 nV/
√

Hz in the L=2 case) places an upper

bound on the input-referred noise of the front-end electronics in order to provide

sufficient spectral fidelity to sense both the antenna thermal noise and MDS [Sentman,

1982, p.1456]. For the L=4 case, the low-frequency noise of ∼1.25 µV/
√

Hz exceeds

the MDS. However, the larger MDS emf and lower shot noise of a longer antenna,

coupled with a proportionately smaller LNA gain, would afford the desired dynamic

range at this altitude. Specifically, the target SFDR is recovered for LTT =51 m and

Gp =6 dB, illustrating once again the importance of programmable gain.

of the satellites in Table 1.2 is often needed to provide the centrifugal force necessary to maintain the
rigidity of the long dipoles listed in Table B.3. Although the design of deployment mechanisms and
stacers for such long antennas is quite sophisticated (e.g., [Bonnell et al., 2008]), a simple conception
of each as a pair of wires unfurled and maintained in an extended configuration by the rotation of
the satellite suffices for this discussion.
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3.1.3.3 Circuit Noise

Assuming, as in the case of nominal dipole at inner belt altitudes, that the antenna

noise remains below the MDS, the second major contribution to receiver noise, that of

the electronics to which Section 3.1.3.2 alludes at its outset, should not exceed their

difference.42 Using classical theory for a 2-port network driven by a noisy source

[van der Ziel , 1986, p.32], the total noise of SVEPRE can be modeled according

to Figure 3.10(b) with a pair of input-referred sources that allow the circuit blocks

themselves to be considered noiseless: en is the equivalent input-referred RMS short-

circuit noise voltage, which generates the same noise current in a shorted output

as the front-end itself when its input port is shorted;43 in is the equivalent input-

referred RMS open-circuit noise current, which generates the same output noise as

the front-end itself when its input(output) port is open-circuited(shorted).

These sources are related to the noise currents iin and iout associated with the

input and output admittances, Yin and Yout in the somewhat more intuitive model of

Figure 3.10(a) by [van der Ziel , 1986, p.29]

e2
n = e2

out =
i2out

|YF|2
(3.19)

i2n = i2in + |Yin|2 e2
out (3.20)

where YF is the forward transconductance gain of the system. Were it not for the

second term of (3.20), en(in) would be independent of in(en), simply representing

the noise generated by the equivalent impedance at input(output) port. Since

the correlation through Yin is quite weak for SVEPRE, given the high LNA input

impedance (cf. Section 3.1.4), en and in may be treated as uncorrelated in the

following.

Combining the noise sources of Figure 3.10(b) in terms of voltage, thereby

42Presumably, the noise of contributions of the antenna and electronics are uncorrelated, so their
noise powers simply add in quadrature.

43Since noise is presumed small enough to conform to a small signal model, the shorting(open-
circuiting) of ports is performed in a incremental sense, such as can be achieved by a large
capacitor(inductor)[Laker and Sansen, 1994, p.143].



3.1. COMPONENT SPECIFICATIONS 163

Youtiout
+
VoutYin iinYaia

Noisy front-end

+
Vin

Antenna

YFVin

(a) Noisy two-port.

ea

Za en
in ZoutZin

+
VoutLNA

AAF
Ideal components

Equivalent noise Noiseless front-end

(b) Noiseless equivalent.

Figure 3.10: Front-end equivalent noise model. Equivalent to (a) the generalized
model of the front-end as a two-port with noisy admittances and forward admittance
YF is (b) one which the noise contributors, including the antenna, are extracted to
the input port, leaving a port noiseless two-port whose impedances are represented
explicitly so that the LNA and AAF blocks can be treated as ideal.

converting from port admittances to impedances, as

e2
r = e2

a + e2
n + i2n |Za|2 (3.21)

reveals the relative contributions of the antenna and circuit noise to the equivalent

receiver noise er.
44 Since the total input-referred noise must remain below the MDS,

(3.21) can combined with the results of Figure 3.9(a) and (3.12) to yield an input

44As is traditionally the case, the effect of Zin is omitted from (3.21) because er represents the noisy
portion of an equivalent source of impedance Za, the division of which with an arbitrary LNA input
impedance can then be handled identically to that of the signal portion of the self-same source—by
constructing a voltage divider between Za and Zin. Furthermore, as discussed in Section 3.1.4, the
goal of Zin�Za is to maximize voltage gain, which renders Za dominant over Zin in their parallel
combination as seen by in.
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noise specification for SVEPRE:

e2
n + i2n |Za|2

∆f
≤ |X(fnoise)|2 −

e2
a

∆f

Sin(f) ≤ 9×10−14 V2/Hz (3.22)

Since, the MDS is specified as a PSD, the SVEPRE noise specification is not on the

total power over the noise bandwidth, but on the spot quantity Sin(f), a PSD that

equates to 300 nV/
√

Hz.45

This specification must be met over the full system bandwidth, but is especially

challenging at the lower end, near 100 Hz, on account of 1/f noise, which results in

increased noise spectral density at low frequencies (i.e., a ‘pink’ spectrum) due to the

broad range of time constants associated with the network relaxation that governs

the random trapping and de-trapping of channel carriers by near-interfacial (‘border’)

oxide traps.46

45An RF designer might question why the noise specification for SVEPRE, and particularly for
the LNA, would be an input-referred PSD rather than the more familiar metric of noise figure (NF).
The reason is the high-impedance input of an electric-field plasma wave receiver. According to its
canonical definition for a 2-port network [Lee, 1998, p.258], the circuit of Figure 3.10(b) would have
a noise figure of:

NF = 10log10

(
1 +

e2
n + i2n |Za|2

e2
a

)
However, for the case of low in, this expression is trivially minimized whenever, Za is large enough
that ea trumps en. Since the impedance of a dipole in a magnetoplasma can vary drastically with
the plasma parameters and wave frequency (cf. Section D.1.3), routinely achieving resistances in
the 106–108 range when sheath effects dominate (cf. Section B.1.2), the receiver NF can artificially
appear quite low as a consequence of the high source impedance.

Thus, as opposed to the narrowband LNAs of RF systems, in which the assumption of standardized
50-Ω port impedances justifies the prevalence of NF specifications [Laker and Sansen, 1994, p.146]
(which often omit the source impedance [National Semiconductor Corp., AN104, p.2]), the high
input (and expected antenna) impedance of SVEPRE renders it akin to an operational amplifier,
whose noise is universally and more accurately captured by en and in [Lee, 1998, p.265]. Adopting a
specification on Sin(f) rather than NF heeds the adamantly issued advice of opamp manufacturers:
“Don’t be fooled into believing that low NF means low noise per se!” [National Semiconductor
Corp., AN104, p.4].

46The physical origins and TID dependence of this phenomenon are discussed in Section 2.1.1.4.



3.1. COMPONENT SPECIFICATIONS 165

BJT Flicker Noise For bipolar transistors, the relevant traps lie in the E-B spacer

oxide; since only the B-E junction is forward biased during forward-biased operation,

flicker noise is associated with the base current [Lee, 1998, p.255]. The total base

current noise, analogous to the iin source of Figure 3.10(a), is then given by [Laker

and Sansen, 1994, p.142–143]

i2in = 2qIB∆f︸ ︷︷ ︸
Shot

+
KFIB

WeLe

∆f

fαF︸ ︷︷ ︸
Flicker

(3.23)

where the shot noise term reflects the uncertainty with which discrete charge quanta,

in the form of majority carriers, hop the potential barrier of the forward-biased E-B

junction [Lee, 1998, p.251].47 The same phenomena occurs at the reversed-biased C-B

junction, giving rise to a representation for iout as

i2out = 2qIC∆f︸ ︷︷ ︸
Shot

(3.24)

For assessing circuit performance, it proves convenient to apply the transforma-

tions of (3.19) and (3.20) to the results in (3.23) and (3.24), such that:48

e2
n =

i2out

|YF|2
=

2kT

gm

∆f (3.25)

i2n = 2qIB

(
1 +

βDC

β2

)
+
KFIB

WeLe

∆f

fαF
(3.26)

Note that the shot noise portion of (3.23) is white on account of the random arrival

times of each charge packet [Lee, 1998, p.251]. So, 1/f noise begins to dominate the

47The physical interpretation and analytical derivation of this phenomenon are discussed in
Section D.1.2.2.

48For low impedance sources or high bias currents (IC > VT/2Rb), the total BJT noise can be
dominated by the thermal noise of the incremental resistor that accounts for lateral resistance of
the (predominantly intrinsic) base region, Rb [Lee, 1998, p.266]. Since the high impedance of the
dipole antenna and low LNA bias currents render this point moot, the corresponding term, 4kTRb,
has been omitted from (3.25).
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in spectrum below the frequency at which the two terms of (3.26) are equal:

fK =

(
Kf

2qWeLe (1 + βDC/β2)

)αF

(3.27)

This is known as the corner frequency and, for BJTs, ranges from 10–100 Hz [Lee,

1998, p.254], meaning a flat noise spectrum is to be expected over most of the

bandwidth of interest. But, given that the large dipole Za places a premium on

low in, the potential for bipolar 1/f to degrade the noise floor near 100 Hz prompts

a consideration of alternative devices.

MOS Flicker Noise Compared to bipolar devices, such noise is much more

pronounced for MOSFETs [Babcock et al., 2001; Lee, 1998, p.254], whose surface

conduction is more strongly affected by oxide traps. Operating where VDS>VDS,sat,
49

the drain current noise of a MOSFET, akin to its iout, is given by

i2out = 4kTγdgdo∆f︸ ︷︷ ︸
Thermal

+
KFg

2
m

C2
oxWL

∆f

fαF︸ ︷︷ ︸
Flicker

(3.28)

where gdo is the conductance measured at the drain when VDS =0. The thermal noise

term is modulated by the parameter γd to account for the fact that the drain-source

conductance, gds, is not fixed, as for a passive element, but varies with VDS.50 From

49The flicker noise term of (3.28), pertaining to the saturation region of operation, should be
contrasted against that of (2.11) for linear region.

50Specifically, for low-field geometries, γd is defined as:

γd =
1

gdoLID

∫ VDS

0

g2
L(V ) dV

where gL(V ) is the unit-length channel conductivity as a function of its potential, V (x), which in
turn is a function of distance from the source, x, such that ID = g(V ) dV (x) = gL(V ) dV (x) /dx.
The zero-bias, unit-length conductance is constant across the channel so gL(0)=gLo =gdoL [van der
Ziel , 1986, p.75] but, in strong inversion, it can be shown [van der Ziel , 1986, p.77] that gL(V ) =
µWCox (VGS − Vth − V ). Thus, the above integral reveals that [van der Ziel , 1986, p.78]

γd =
1− ζ + 1

2ζ
2

1− 1
2ζ
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(3.28) the corner frequency can be deduced as

fK =

(
Kf

4kTγdC2
ox

g2
m

gdo

W

L

)αF

(3.29)

Although fK is a weak function of bias,51 for a given process Kf , αf , and Cox are

fixed, so the designer is primarily limited to using larger devices in an effort to reduce

flicker noise.

Although the MOS gate terminal cannot generate flicker noise in the absence of

DC current, iin contains two noise terms: the shot noise of any gate leakage current,

IG [Laker and Sansen, 1994, p.86]; and the capacitive coupling of the noisy channel

potential through Cgs [Lee, 1998, p.249]. These two contributions, the latter of which

originates from the same essential randomness as iout and is therefore correlated with

en, are formulated as

i2in = 2qIG∆f︸ ︷︷ ︸
Shot

+ 4kTδggg∆f︸ ︷︷ ︸
Thermal

(3.30)

where gg = ω2C2
gs/5gdo and, for long channel devices, δg = 2γd [van der Ziel , 1986,

p.89].

According to (3.19) and (3.20), (3.28) and (3.30) can be synthesized using Yin'
such that γd varies from unity at VDS = 0 to 2/3 in strong inversion, as a function of ζ =
VDS/ (VGS − Vth).

In weak inversion, the corresponding expression for γd only ranges from unity (ζ = 0) to 1/2
(saturation), which justifies the preference for weak inversion in many low noise applications.
However, since the saturated drain current in weak inversion exhibits the same exponential voltage
dependence as a bipolar device [van der Ziel , 1986, p.86–88], since this maximum improvement in
thermal noise is just 25%, and since the 1/f noise dominates (3.28) for nearly the entire bandwidth
of interest, this design favors the use of actual BJTs, offering comparable thermal noise along with
much less flicker noise.

Finally, though the low-field assumptions underlying the above expressions are sufficient for the
critical MOSFETs in this work, which feature L > 1 µm, the saturated value of γd can be much
larger than 2/3 for short-channel devices, with values of 2–3 typical but by no means maximal [Lee,
1998, p.248].

51Just as described in Footnote 50 for Sv(f), the improvement in fK garnered by operating
weak inversion is not large enough to render MOS performance comparable to that of BJTs.
Assuming operation in the saturation region with a fixed value of gm set by stage gain requirements,
the ratio αsat = γd,satgdo/gm,sat approaches 2/3 for strong inversion (where gdo = gm,sat), and
approximately (1 + Cd/Cox) /2 for weak inversion [van der Ziel , 1986, p.86]. For identically sized
devices, substituting αsat into (3.29) yields only ∼20% increase in fK for weak inversion over strong,
assuming a ratio of depletion capacitance (Cd) to Cox of ∼1/8.
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jωCgs to completely specify en and in as

e2
n = e2

nd = 4kTγd
gdo

g2
m

∆f +
KF

C2
oxWL

∆f

fαF
(3.31)

i2n = ω2C2
gs

(
e2

nd +
4

5
kTδgg

−1
do

)
∆f + 2qIG∆f (3.32)

Since both terms in the parentheses of (3.32) are roughly proportional to g−1
m , the

leading coefficient indicates that they can be neglected at the frequencies of interest,

which are well below the MOSFET unity gain frequency, ωT (i.e., ω�gm/Cgs) [Lee,

1998, p.249];52 similarly, the shot noise term for tox > 5 nm is typically quite small

[Laker and Sansen, 1994, p.86]. Thus, on the whole, the MOSFET may be treated

as possessing only voltage noise, en, with in sufficiently small as to make it as an

excellent candidate for reducing satisfying (3.22) in the presence of large Za.

Unfortunately, since the target bandwidth of the system lies far below the realm of

RF design for which many modern CMOS processes are intended, the 1/f corner given

by (3.29) can exceed 1 MHz [Razavi , 2001, p.217], rendering MOSFETs impractical

for this application. As evidence, consider the Sv,in(f) simulations of variously sized

pMOS transistors from the target BiCMOS technology in Figure 3.11. Despite the fact

that pMOS flavors typically offer 10×–50× lower KF than their nMOS counterparts

[Laker and Sansen, 1994, p.84], and even if the entire front-end noise was dominated

by just that of a single pMOSFET (which is clearly unrealistic since Gp can be

programmed to 0 dB) a device at least eight times the minimum size is required

to satisfy the criterion of (3.22) at 100 Hz. This 8× area penalty incurred by a

single transistor translates to a complete, differential LNA that consumes at least 4×
more real estate than allotted by the AAF layout constraints (cf. Section 6.1.1.1).

Furthermore, the area penalty concomitant with deploying such prodigious sizing

throughout the front-end is amplified by the margin needed to accommodate the

2×–3× increase in KF with TID (cf. Section 2.1.1.4).

In summary, it has been shown that in order to sense the minimum detectable

52This approximation, where has been assumed ωT ' gm/Cgs, begets the earlier contention that
the gate and drain noise can be considered uncorrelated over the VLF–HF spectral range in question.
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signal (defined in Section 3.1.3.1) in the presence of the thermal and shot noise of

the nominal dipole antenna (derived in Section 3.1.3.2), the input-referred noise of

the front-end, which is dominated by that of the LNA, must satisfy (3.22). Given

the flicker noise of the available bipolar and MOS devices just discussed, this can

be achieved by only using MOSFETs sparingly in the most sensitive sections of the

design, being limited to large-area pMOS sized with sufficient total dose margin.

Instead, bipolar devices—specifically npns, which exhibit lower flicker noise than their

pnp brethren [Deen et al., 1998]—are leveraged extensively throughout the SVEPRE

circuitry.53

3.1.4 Input Impedance

Whereas programmability, linearity, and noise requirements translate into speci-

fications for both the LNA and AAF, the final key specification, that of high

input impedance, pertains only to the former. To appreciate its necessity, consider

the comprehensive impedance model of the antenna-LNA coupling in Figure 3.12.

Between the antenna impedance, Za, represented by the generalized model of

Figure D.2 and the input impedance of the LNA, represented by Zin = Rin ‖ Cin

53Omitted from this comparison of low-noise transistors are two excellent candidates: junction
field-effect transistors (JFETs) (or the related metal-semiconductor field-effect transistors,
MESFETs) and heterojunction field-effect transistors such as high-electron mobility transistors
(HEMTs). The former are frequently used in place of MOSFETs low-noise applications [Laker
and Sansen, 1994, p.74], including plasma wave receiver front-ends [Harvey et al., 1995; Stone
et al., 1992, p.591,294], since their KF can be nearly an order of magnitude smaller than that of an
identically sized pMOSFET [Laker and Sansen, 1994, p.84]. However, since they are nonstandard
in conventional processes, their availability undermines their consideration for this work [Laker and
Sansen, 1994, p.161].

Similarly, GaAs and InP HEMTs, which are capable of outstanding noise performance [Chincarini
et al., 2006] due to bandgap engineering akin to that of SiGe HBTs that confines current flow to
thin, impurity-free (i.e., non-doped or intrinsic) and, therefore, less noisy layers, are widely found in
cryogenic [Duh et al., 1988] and high-frequency [Rosenbaum et al., 1993] applications. However, the
exotic semiconductors involved are also incompatible with most commercial manufacturing lines.
Furthermore, while initial studies suggest promising total dose performance [McMorrow et al.,
1994, p.2055], with displacement damage from fast neutrons the primary exception [Papastamatiou
et al., 1997, p.364], troubling SEU susceptibility is motivating a wave of active research into
measurement techniques [McMorrow et al., 2007] and models [McMorrow et al., 1994] aimed at
better understanding charge collection in these multilayer structures and eventually extending their
application to deep space astronomy beyond the LNAs presently leveraged by terrestrial receivers
[Pospieszalski , 2005].
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Figure 3.11: Simulated flicker noise of pMOSFETs in target technology, plotting the
square-root of (3.31) for a family of devices whose linear dimensions are scaled by M
from a base size of 0.5/0.25 (M=1) demonstrates fK'1 MHz.

are blocks that account for the array of stray and coupling impedances encountered

in a deployable system. Their interpretation in Section 3.1.4.1 informs the general

matching strategy explicated in Section 3.1.4.2 as well as its application to the LNA

in this work as per Section 3.1.4.3.

3.1.4.1 Antenna-LNA Interface

The base impedances, Rbase and Cbase of Figure 3.12 represent current paths

between the antenna itself and the spacecraft housing, with the latter particularly

important, as the proximity of a large metal structure can generate sufficient

capacitance to distort the symmetric dipole radiation pattern. Similarly, the
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mechanical structures that support the antenna and its cabling (e.g., the mounting

booms, stacers, cable harness, and overshield) contribute impedances subsumed by

the lumped elements Rms and Cms, while the coaxial cable connecting the antenna

back to the main electronics unit also exhibits distributed resistance and capacitance

lumped into Rcab and Ccab. In the absence of matching circuitry (discussed

momentarily), all stray contributions saveRbase can be aggregated into a single resistor

and capacitor

Rstray = Rms +Rcab (3.33)

Cstray = Cbase + Cms + Ccab (3.34)

as depicted in the simplified model of Figure 3.13(a). For the target receiver, the

impedances at either end of this chain are sufficiently large that it can be assumed

Ccoup→∞ and Rstray→0, enabling reduction to the fully differential representation of

Figure 3.13(b) with its associated definitions.

Opposite antenna coupling mechanisms distinguish DC and wave receivers, with

the latter benefiting from an AC coupling capacitor (Cc) that both isolates the

electronics from the large (kilovolt) floating potentials to which the spacecraft body

can charge [Tribble, 2003, p.129–143] and the spin-induced modulation of low-

frequency fields (cf. Footnote 42 of Chapter 1). Although more prevalent in DC

receivers, both classes may use a large (>10 MΩ) termination resistor, Rterm, to bleed

off excess charge accumulated on the antenna and provide a measure of protection

against transient electrostatic discharge (ESD). For the target receiver, both elements

are presumed to be present but sufficiently large as to be neglected relative to other

contributors over the signal bandwidth.

Finally, the optional matching network introduced by Lmatch and Cmatch is intended

to optimize power transfer from the antenna to the LNA by satisfying the canonical

conjugate matching relation [Lee, 1998, p.94]. However, as discussed in the next

section, the conjugate matching ubiquitous in narrowband systems is of limited utility

for plasma wave receivers.
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Figure 3.14: Antenna impedance matching at the frequency range extremes. Networks
for conjugate matching of Za in (a) the low-frequency limit, when Zr goes to zero,
and (b) the high-frequency limit, when it behaves as though in free space, can only
succeed over a narrow range of frequencies and/or plasma conditions.

3.1.4.2 Ideal Voltmeter Operation

Although theoretically desirable, as a practical matter conjugate matching networks

are relegated to either discretely tunable adaptive implementations [Reinisch et al.,

2000, p.334] or rare instances when plasma parameters vary little over the orbital

track. To appreciate these constraints, consider the extremes of the antenna

impedance derived in Section D.1.3 and represented by the Za ' ZS and Za ' ZA

elements in the low- and high-frequency regimes depicted in Figure 3.14(a) and

Figure 3.14(b), respectively.

When the sheath is dominant (cf. Figure 3.14(a)), the antenna contains both

a large resistive and moderate capacitive component which can be matched with

the tapped-capacitor network composed of Lmatch and Cmatch, but only over a narrow

bandwidth at one frequency [Krauss et al., 1980, p.47]. Even if successful in resonating

out CS, such a network cannot transform Rin such that it equals RS at all times,

since the latter is highly sensitivity to plasma conditions and can vary by orders of

magnitude depending on the orbit [Gurnett , 1998, p.127]. Similarly, though it is not

difficult to design a series inductance to resonate with the antenna when approaches its

free-space reactance well above fp [Reinisch et al., 2000, p.334], as in Figure 3.14(b),
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any corresponding matching of RL to RA, which falls off as 1/f 3, is ephemeral at

best. Thus, while acknowledging conjugate matching as the ideal, most electric-field

wave receivers opt instead to simply maximize Zin so as optimize voltage transfer by

emulating the operation of an ideal voltmeter [Gurnett , 1998, p.125].

Pursuing this ideal voltmeter condition, the target receiver omits the matching

network and, with reference to the resulting, simplified impedance chain of Fig-

ure 3.13(b), demands sufficiently large Zin of SVEPRE that at all frequencies of

interest |ZL(ω) | � |Za(ω) |. Consider again the extremes of Za in Figure 3.14. In

the presence of the sheath, ZS alternates from being primarily resistive below its

transition frequency (ωS = 1/RSCS) to primarily capacitive above it. Forcing both

types of voltage dividers

Vin(ω)

Va(ω)
=


RL

RL +RS

, for ω < ωS

CS

CL + CS

, for ω > ωS

(3.35)

toward unity requires that RL�RS and CL�CS. Similarly, the capacitive divider

formed well above the plasma frequency as

Vin(ω)

Va(ω)
=

CA

CL + CA

, for ω � ωpe (3.36)

dictates that CL � CA, which is somewhat more stringent than the preceding

condition on CL (cf. Section D.1.3.2) for most altitudes [Gurnett , 1998, p.125].

3.1.4.3 LNA Input Impedance

In order to satisfy these conditions on ZL, the mechanical design of the receiver

should minimize the parasitic contributions in Figure 3.13(a), particularly Cstray.

But, the implication most germane to the design of the LNA is that its input

resistance(capacitance) be as large(small) as possible.

First, consider the range of sheath resistances encountered by previous receivers
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(cf. Table B.3),54 which range approximately from 1 MΩ–10 GΩ. Although it may

strictly violate the ideal voltmeter condition of (3.35) for the lowest densities observed

beyond the plasmapause (1–103 cm−3 [Gurnett , 1998, p.128]), specifying Rin for the

LNA near the upper end of this range, at 1 GΩ: is consistent with the generally

accepted range for dipoles [Gurnett , 1998, p.128], including all RL values reported in

Table B.3;55 ensures Rin exceeds the reported values of Rterm for wave receivers, which

range from 100 MΩ (for the RAR preamplifiers of Ulysses [Stone et al., 1992, p.294])

to 400 MΩ (for OGO 5 [Crook et al., 1969, p.124]), and therefore is not the limiting

component in determining RL for terminated configurations; and maintains more than

a three-(two-) order of magnitude ratio with the simulated RS =167 kΩ(2.98 MΩ) of

the nominal 20-m dipole simulated in Figure 3.9(a)(Figure 3.9(b)) at L= 2(L= 4),

resulting in absolute voltage measurement error less than 0.02%(0.3%).

A precise specification for Cin is of far less necessity, since its role is always

subservient to that of Cstray in determining CL according to Figure 3.13(b).

Specifically, with reference to the contributors in (3.34), the LNA input is shunted

by: Ccab ranging from 13 pF (for STEREO [Bale et al., 2008, p.541]) to 102 pF (for

OGO 5 [Crook et al., 1969, p.124]); Cms on the order of 51 pF (for the Cassini Ev

antenna [Gurnett et al., 2004, p.442]); and Cbase of about 32 pF (for STEREO [Bale

et al., 2008, p.541]). Consequently, for a total Cstray between 45 pF (for STEREO

[Bale et al., 2008, p.541]) and 116 pF (for the Cassini Eu antenna [Gurnett et al.,

2004, p.442–443]) the LNA input capacitance can range from 7.5 pF (for THEMIS

[Bonnell et al., 2008, p.312]) to 34 pF (for the Cassini Eu antenna [Gurnett et al.,

2004, p.442–443]) without drastically altering CL.56

54Although the RS values in Table B.3 are for double-probe antennas, dipoles of similar length
possess even lower values (cf. Section D.1.1.3), as evidenced by the 750 kΩ–2 MΩ sheath resistances
reported for dipoles aboard STEREO [Bale et al., 2008, p.532] and Aureol 3 [Berthelier et al., 1982,
p.648]. Thus, designing for RS of the double-sphere sheath is undoubtedly conservative.

55Dipole load resistances need not be as accurate as those of their double-sphere counterparts
whose ability to extract plasma parameters is critically dependent upon the absolute accuracy of
their DC field measurements.

56Whether the increase in CL due to Cin is deemed acceptable depends upon both CA and Cc.
When dictated by the former, as has been assumed thus far, these Cin values can only be tolerated,
given the cited Cstray, when CA is much larger than that of the nominal antenna, as for IMAGE
where it reaches 533 pF [Reinisch et al., 2000, p.333], or when the ideal voltmeter condition can
be violated, as for Cassini where the ratio of (3.36) is ∼ 1

2 . Likewise, Cc, which has been assumed
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However, since the nominal dipole presents just CA =60 pF and since designs such

as FAST have demonstrated that driving the antenna shield to the probe potential

can minimize Cstray and permit CL to benefit from Cin as low as 1 pF [Ergun et al.,

2001, p.74–75], this is the value chosen as the specification for the SVEPRE LNA.57

3.1.5 Specification Summary

Table 3.2 updates the SVEPRE scientific- and satellite-driven specifications annotated

on Figure 1.22 to include those derived from the radiation requirements of Chapter 2

and the system-to-component flow-down presented in this chapter.

For a nominal 20-m dipole antenna and digital back-end of sufficient acquisition

rate (Υa), the front-end is capable of processing signals from 100 Hz to 1 MHz at the

nominal LNA Gp and AAF fp. However, both parameters are programmable to afford

compatibility with satellites offering variegated antenna lengths, power constraints,

and data-handling resources. To permit the discrimination of simultaneous plasma

wave phenomena whose disparate spectral densities stretch from bow shock waves to

the MDS, both the LNA and AAF must suppress harmonic distortion by 90 dB and

Sin(f) of the former must not exceed 300 nV/
√

Hz,58 even down to 100 Hz, where

it is 1/f -noise limited. Ideal voltmeter operation requires that the front-end input

impedance far exceed that of the dipole antenna over the measurement bandwidth,

which translates to a differential LNA input impedance of 1 GΩ in parallel with

1 pF.59 Finally, all the aforementioned specifications should be met up to at least

effectively infinite but can be chosen as low as 22 pF (on Geotail, where it introduces a nearly −6
dB loss due the capacitive divider with CL [Matsumoto et al., 1994, p.64]), is quite large for the
instruments whose CL are cited above, ranging from 100 pF (for STEREO [Bale et al., 2008, p.533])
to 0.1 µF (for OGO5 [Crook et al., 1969, p.124]).

57Indeed, being the lowest reported value in the literature, CL =1 pF represents the state-of-the-
art.

58Recall that the mitigation of downstream noise via the Friis equation (cf. Footnote 1) dictates
that the AAF noise power is attenuated by 14 dB at the nominal gain, rendering the noise of the
LNA dominant. For Gp = 0 dB, this is no longer the case; but, the derivation in Section 3.1.3.1
presumes a corresponding increase in the antenna length under such conditions. Therefore, as long
as er is dominated by the LNA Sin(f) at the nominal gain setting, the noise floor at all gain settings
is low enough to resolve the MDS.

59Port impedances for SVEPRE are always specified as differential, despite the factor-of-2
ambiguity for those from which their specifications are derived in Section 3.1.4.3 (cf. Footnote 7
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Property Symbol Limit
Specification

Units
LNA AAF

Science requirements

Passband

Voltage gain Gp 0–24 0 dB
Lower edge at most 100 100 Hz
Upper edge fp at least 4 MHz

fpa Mode A 30 kHz
fpb Mode B 180 kHz
fpc Mode C 1080 kHz

Linearity

SFDR (1 Hz/bin) at least 90 dB

Input range

Differential signal Vin up to 1 1 VPP

Input-referred noise en at most 300 1580 nV/
√

Hz

Satellite requirements

Input impedance

Resistive Rin at least 1 n/a GΩ
Reactive Cin at most 1 n/a pF

Power dissipation

Static + dynamic Ptot at most 50 mW

Radiation

Total dose at least 100 krad(Si)
No latchup up to 100 MeV-cm2/mg

Table 3.2: Summary of target specifications for SVEPRE front-end.
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100 krad(Si) total dose and the part should be free of latchup for equivalent LETs in

the range of 100 MeV-cm2/mg.

3.2 System-Level Strategies

In light of the performance targets in Table 3.2, this section reviews a pair of high-

level approaches whose ramifications permeate the circuit designs of Chapter 4 and

Chapter 5. The first, presented in Section 3.2.1 is to employ a commercial, SiGe

BiCMOS manufacturing process which offers the desired array of transistors at the

expense of their being intrinsically rad-hard. The second, discussed in Section 3.2.2,

is the liberal application of local, active, non-linear feedback within each component

in order to both attain and maintain the desired high-precision operation.

3.2.1 Manufacturing Process

As demonstrated in Section 3.1.3.3, design of an LNA with the requisite low-frequency

noise characteristics is exceedingly difficult using only pMOSFETs, on account of their

1/f noise.60 The most expedient route to obtaining junction-based transistors, whose

(primarily) bulk current flow is less susceptible to surface effects, is through the use

of a BiCMOS technology (cf. Footnote 53), since SiGe HBTs are prevalent in modern

RF design [Gray et al., 2001, p.152].

As explained in Section 2.3.2.2, a hardened process for manufacturing such devices

with intrinsic radiation tolerance is attended by a series of pragmatic drawbacks,

many of which can be addressed by selecting a commercial manufacturing process and

applying RHBD principles to mitigate its radiation vulnerabilities. The technology

in this work is manufactured in BiCMOS8—a commercial 0.25-µm SiGe process

graciously provided by National Semiconductor Corporation. Over the course of

the research, versions of the front-end ASIC were fabricated in successively more

of Appendix D).
60To say nothing of the fact that without employing complementary nMOS transistors, whose

flicker noise is even more pronounced, the space of possible amplifier topologies is small indeed.
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sophisticated variants of this process as they became available.61

For example, SVEPRE-1 was built in BiCMOS8iED, which introduces:

• introduces dual gate oxide, high-voltage (3.3 V) MOSFETs and varactors

• metal-insulator-metal (MIM) capacitors with high-K dielectrics

• unsalicided base polysilicon resistors

SVEPRE-3 utilized BiCMOS8B+, which:

• scales the npn base width (Wb) to match the minimum CMOS gate length (Lm =

0.25 µm)

• spawns a class of high-voltage (3.3 V) npn devices

• offers highly linear metal comb capacitors

• re-implements the unsalicided polysilicon resistor options

For completeness, an inventory documenting the manufacturing of each of the

SVEPRE-versions (denoted with integer revision numbers) and their precursors,

including the target process variant for each, is tabulated in Table 3.3.

In all cases, BiCMOS8 begins with a non-epitaxial p-type Si wafer, constructing

CMOS devices that correspond to those of a single-well, 1P5M, 0.25-µm technology

with shallow oxide trench isolation, and npn SiGe HBTs that are base doped using a

sacrificial emitter and isolated with deep polysilicon trenches. However, because npn

transistors are inherently faster than their pnp counterparts by at least a factor of

3, since τn<τp [Hastings , 2006, p.351], and because SiGe processes are traditionally

optimized for RF performance (cf. Footnote 67 of Chapter 2), the bipolar side of

BiCMOS8 is non-complementary, offering only an inferior substrate pnp. Rather than

61An even earlier version of this process, BiCMOS8iE, was provided to support preliminary
design and radiation evaluation. Although it produced the MK832A test chip whose results are
presented in Section 2.1.1 (cf. Footnote 15), no versions of SVEPRE were fabricated in this issuance.
The upgrades that accompanied BiCMOS8iED (noted above) did not pertain directly to features
employed by this design; it is believed that processing steps surrounding the construction of the npn
and low-voltage CMOS devices were unaffected.
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M1
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(a) Standard nMOS.

M2
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G

(b) Enclosed nMOS.
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W
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m

f

S

D

G B

(c) Standard pMOS.

Figure 3.15: MOSFET schematic symbols. Body terminal is only explicit for standard
pMOS since each is fabricated in its own tub; lacking p-type tubs, all nMOSFETs
share the common substrate as their body. See Section 5.6.2.1 for a description of
the enclosed-terminal layout variation.

secure a fully complementary bipolar technology, it is advantageous to retain access

to the CMOS devices because they are beneficial in certain sections of the design and,

moreover, support the eventual integration of the receiver back-end, specifically the

ADC of [Wang , 2009] shown in Figure 1.22, as part of a single-chip solution. Instead,

the lack of suitable pnp alternatives [Hastings , 2006, p.90] is ameliorated through

the painstaking and frequently novel incorporation of substitutes from amongst the

available devices reviewed forthwith.

3.2.1.1 CMOS

This design only uses the low-voltage class of CMOS transistors, which are intended to

operate from a +2.5 V supply (maximum +2.75 V). The lack of twin tubs allows the

nMOS devices to be symbolized as in Figure 3.15(a): the absence of a body contact

is unambiguous because all such transistors share the bulk substrate as their common

body. It is accepted practice to use an enclosed-geometry nMOS layout when the

radiation-induced leakage described in Section 2.1.1.3 is of concern. The symbol for

this nMOS variation, which is described in greater detail in Section 5.6.2.1, introduces

a box on the enclosed terminal, as shown in Figure 3.15(b).62

In contrast, pMOS devices, which are not subject to Ifox enhancement, only assume

62For the enclosed terminal nMOSFET, the annotated width and length values describe the drawn
dimensions. As discussed in Section 5.6.2.1, these differ from the effective W and L used in modeling
device behavior as a consequence of current paths at the corners of the nonstandard geometry [Nowlin
et al., 2005].



3.2. SYSTEM-LEVEL STRATEGIES 183

a single layout. However, as each is fabricated in its own n-type tub, they require

individual body contacts, as in the symbol of Figure 3.15(c). For all MOS transistors,

the sizing notation of Figure 3.15 is employed in subsequent schematics: the ratio to

the left of the vertical bar is that of gate width, W , (in µm) to gate length, L (in

µm), while the unitless superscript(subscript) to the right is the number of separate

devices(fingers) with these dimensions that are connected in parallel to achieve the

final device size.

3.2.1.2 Vertical npn

This design only uses the low-voltage class of npn transistors, for which the presence of

SiC results in a breakdown voltage (Vceo) of +3 V. Unlike the BSIM3v3 MOS transistor

models, which are scalable over a continuous range of gate widths (0.58 µm–20 µm)

and lengths (0.24 µm–20 µm), vertical bipolar inter-company (VBIC) models are only

provided for a finite set of discrete vnpn sizes. Since the members of this set fluctuate

unpredictably with each release of a new process variant, the design of SVEPRE

conservatively restrains itself to only those npn sizes identified in Table 3.4. Out of

the dozen (or so) published models, these offer a compromise between performance

(specifically, minimal injection-level effects and high peak β) and availability (being

among the most stable between process releases).

The β peak of the smaller devices, NL1d25x0d6, occurs at a lower VBE,

corresponding to the Le =0.6 µm curve of Figure 3.6 and rendering it the appropriate

geometry for low-bias transistors. The larger size, NL2d25x5d0, offers better current

handling capacity—not only does its gain peak at higher VBE, but with two base

stripes, it is less susceptible to high-level injection effects such as emitter crowding

and collector current spreading [Laker and Sansen, 1994, p.130–132]. In addition,

symmetric base current paths halve both the extrinsic and intrinsic components of Rb,

with the latter eliminated all together at high current densities [Laker and Sansen,

1994, p.124]. The corresponding schematic symbols for each device are shown in

Figure 3.16.
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Property Symbol NL1d25x0d6 NL2d25x5d0

Device type

Style npn Vertical Vertical
Breakdown Vceo +3 V +3 V

Peak gain

Current gain βDC 307 329
Bias current IC 1.9 µA 52 µA

Base resistance

Intrinsic Rb 485 Ω 100 Ω
Extrinsic RB 95 Ω 25 Ω

Base geometry

Contacts 1 2
Stripes/island 1 2

Emitter geometry

Stripes/island 1 1
Width We 0.25 µm 0.25 µm
Length Le 0.6 µm 5.0 µm
Area Ae 0.15 µm2 1.25 µm2

Island layout C-E-B C-B-E-B

Table 3.4: Comparison of NL1d25x0d6 and NL2d5x5d0 BJTs from BiCMOS8. Only
these npn devices are used in the SVEPRE design.

3.2.1.3 Substrate pnp

The substrate pnp offered by BiCMOS technologies in general, and BiCMOS8 in

particular, is known to exhibit markedly worse performance than its vertical npn

counterpart [Johnston et al., 2000, p.2628] and to be of limited utility to designers

[Laker and Sansen, 1994, p.139], as summarized by the comparison in Table 3.2.1.3. It

does offer a few advantages over its lateral counterpart (cf. Section 3.2.1.4), including:

vertical current flow, which supports a larger emitter cross-sectional area [Gray et al.,

2001, p.112] and less 1/f noise; and low base doping to offset its larger Wb, [Laker

and Sansen, 1994, p.134]. However, these are largely outweighed by dominance of

recombination (primarily βbr) over emitter injection (βee) in determining the base
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Emitter length:  
Base stripes:

0.6 µm
1

C

E

B
Q1

m:1

(a) NL1d25x0d6.

Emitter length:  
Base stripes:

5.0 µm
2

C

E

B
m:1

Q2

(b) NL2d25x5d0.

Figure 3.16: npn BJT schematic symbols. See Table 3.4 for a complete comparison
of device properties for the two sizes shown.

current. The short τp of this recombination, though somewhat mitigated by low base

doping, is problematic since the wider base implies longer transit times (and lower

fT). Plus, the low base doping increases Rb. The upshot is a slower device with lower

gain and a large area penalty—in BiCMOS8, the lone substrate pnp model yields a

peak β<4 for an emitter area of 2 µm by 2 µm.63

But, most troubling for the design of LNA and AAF is the lack of versatility

[Hastings , 2006, p.89]. Since its collector is formed by the common Si bulk, a substrate

pnp can only be used as a buffer in emitter follower configurations [Gray et al., 2001;

Laker and Sansen, 1994, p.139,p.112]. Without the ability to provide amplification,

or to serve as a load for an npn configuration, not to mention its susceptibility to β-

degradation under TID exposure (cf. Figure 2.15), the substrate pnp is used sparingly

in this work.

3.2.1.4 Lateral pnp

Although BiCMOS8 offers no lateral counterpart to the substrate pnp, such devices

are commonly available in CMOS or BiCMOS technologies, as they offer designers

more flexibility and can achieve respectable gains even when formed from only

MOS layers [Hastings , 2006, p.344]. However, they often perform even more poorly

than vertical pnps because, in addition to the same transport inefficiency (i.e.,

recombination) that dominates their β, they suffer from both surface recombination

63When necessary, the standard pnp schematic symbol unambiguously represents this substrate
pnp, as it is the only available variant.
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Property Symbol
Vertical Lateral Substrate

Units
npn pnp pnp

Peak gain

Current gain βDC 300 50 10
Bias current IC 5–5000 1–20 1–50 µA

Small-signal resistance

Base rb 400 200 100 Ω
Collectora rc 100 20 50 Ω

Performance limits

Unity-gain frequency fT >50 <0.5 <0.5 GHz
Early voltage VA 120 80 100 V

Collector connectivity Available Available Grounded

a Collector resistance in saturation, where it modulates C-E conductivity, not forward-active.

Table 3.5: Select performance comparison of bipolar geometries. Each column
describes a composite device synthesized from values for typical transistors of
that class whose emitter areas range from 2–16 µm2 [Gray et al., 2001; Hastings ,
2006, p.106–115,p.123–125].

and the presence of an always-on vertical parasitic pnp [Laker and Sansen, 1994,

p.137]. Only in MOS technologies featuring narrow feature sizes, thin epitaxial layers,

deep source/drain diffusions, and retrograde wells (whose peak doping concentration

is near the bottom rather than the surface [Hastings , 2006, p.177]) can the shunt

current of the latter be negated, achieving values of β<10 [Laker and Sansen, 1994,

p.138].

However, lateral pnp performance can be substantially improved when leveraging

bipolar layers, whose deeper junctions offer a larger lateral cross-section and whose

n+ buried layer creates a built-in field that repels minority carriers back to the surface

where they are collected by the lateral device, spoiling the gain of its parasitic vertical

pnp counterpart [Hastings , 2006, p.316].

Even higher gains are possible by combining MOS and BJT elements into a

variation of the standard lateral pnp topology known as gate-controlled lateral

pnp (GCLPNP) [Vittoz , 1983]. Motivated by this potential, as well as evidence
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of inherent radiation-hardness, a collaboration between engineers at Stanford and

National Semiconductor Corporation in the early stages of this research produced a

prototype lateral pnp (LPNP), as described in Appendix E, whose layout is illustrated

in Figure 3.17.64 Unfortunately, gains of the early prototypes (cf. Section E.3.2) were

not promising enough for National to pursue the inclusion of a GCLPNP as a viable

process option, leaving only the aforementioned and limited (β>10) substrate pnp.

3.2.2 Feedback

Although the application of negative feedback in achieving the goals of Section 3.1

is by no means revolutionary in concept, its role in this work is sufficiently crucial

and its manifestation non-standard enough as to invite conceptual treatment at the

system level in order to frame subsequent circuit-level discussions. After all, for an

active plant whose forward path gain is linear and can be represented in the Laplace

domain by a(s), as in the so-labeled block of Figure 3.18, the only intrinsic value of

encircling it with a negative feedback loop through a linear element of gain f(s) is

desensitivity of the closed-loop gain, G(s) [Lee, 1998, p.391], as represented by the

elementary application of Mason’s gain rule [Mason, 1953]:

G(s) =
Vout(s)

Vin(s)
=

a(s)

1 + a(s) f(s)
(3.37)

The well-known expression of (3.37) indicates that circumscribing the active

forward path with a negative feedback loop of sufficiently large loop gain L(s) =

a(s) f(s)� 1 desensitizes G(s) to variations in the forward path because a(s) drops

out in the approximation:

G(s) =
a(s)

1 + L(s)
' 1

f(s)
(3.38)

In the absence of the desensitivity embodied by (3.38), G(s) would be subject to the

64In particular, the prodigious contributions of engineers Monir El-Diwany and James Shibley
with National Semiconductor Corporation are gratefully acknowledged.
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VoutVin a(s)

Active

f(s)

Passive

Figure 3.18: Block diagram of canonical negative feedback system, employing the
convention that f(s) is positive, so the sign of L(s) is formally embedded into nodal
subtraction with the indicated polarities.

nonlinearities and radiation susceptibilities of the transistors that comprise a(s); so,

the intrinsic benefits of feedback directly address the corresponding specifications of

Table 3.2; namely, SFDR and total-dose hardness.

However, when leveraging feedback to achieve the remaining component spec-

ifications of Section 3.1, this fundamental behavior is necessary, not sufficient—

implementation is just as crucial. Specifically, the remainder of this section explains

how the design of SVEPRE manages three trade-offs associated with more subtle

complications of feedback realizations.

3.2.2.1 Global versus Local

First, consider the LNA implementation. To obtain the desired desensitivity, it is

tempting to simply replace the a(s) block of Figure 3.18 with the LNA itself and

employ a switched resistor network to provide variable-gain feedback that exhibits

the assumed linearity of f(s). Depicted in Figure 3.19(a) for the simple case of two

gain steps corresponding to feedback resistors R1 and R2, for which f(s) =Gr1 and

f(s) = Gr2, respectively, and assuming large loop gain in both modes, such that

1/Gr1 < 1/Gr2 � Gp, the overall G(s) for this topology would indeed be largely
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independent of Gp(s) and its attendant vagaries since, at low frequencies,

G(s) =
Gp(s)

1 +Gp(s)Gr(s)
=


G1(s) =

1

Gr1(s)
, for R = R1

G2(s) =
1

Gr2(s)
, for R = R2

(3.39)

However, such global feedback, in which the overall LNA output is fed back to its

input, suffers from a fixed gain-bandwidth product, whereby an increase in G(s)

from G1 to G2 is accompanied by a corresponding decrease in the closed-loop −3-dB

bandwidth from s1 to s2, as in Figure 3.19(b) because, to first-order, G1s1 =G2s2.

For the SVEPRE LNA, which must maintain the full 1-MHz bandwidth over

the entire range of programmable gain, this is unacceptable. So, to break the gain-

bandwidth trade-off, global feedback is eschewed in favor of judiciously applied local

feedback, targeting only those transistors within the LNA which are especially in

need of its benefits while allowing the overall LNA to operate open-loop. Figure 3.20

descends into the LNA to offer a generic representation of this local feedback.

3.2.2.2 Passive versus Active

Thus far, the only restriction placed on f(s) is that it be linear. However, Figure 3.20

implements f(s) with a resistor network since, typically, passive elements are used in

order to obtain the maximum desensitivity. To see why, rather than simply allowing

L(s)→∞ as in (3.38), quantify the sensitivity of G(s) to variations in a(s) and f(s)

by taking partial derivatives of (3.37) with respect to each and normalizing to a

fractional basis [Lee, 1998, p.391]:

∂G(s) /G(s)

∂a(s) /a(s)
=

1

1 + L(s)
(3.40a)

∂G(s) /G(s)

∂f(s) /f(s)
= − L(s)

1 + L(s)
(3.40b)

Whereas negative feedback with large loop gain attenuates fractional errors in a(s)

by (1 + L(s))−1 before they are manifest as fractional errors in G(s), there is no such
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VoutVin

LNA

Gp

Resistor network

Gr1

Gr2

(a) LNA with global feedback.

a(s)

s1

Frequency (s) [rad]

s2

G2(s)

G1(s)

1 
Gr2

1 
Gr1

G
a
in

 (
G

) 
[d

B
]

(b) Closed-loop frequency response.

Figure 3.19: Use of global feedback to desensitize LNA. For each of the selectable
feedback resistors in (a), R1 and R2, with corresponding feedback functions Gr1 and
Gr2, the corresponding closed loop gains G1(s) and G2(s) are depicted in (b) for the
case of a(s) with finite gain-bandwidth product.
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V1 V2

LNA internal view

Critical BJT(s)

Resistor(s)

Figure 3.20: Block diagram of passive local feedback within LNA. The BJTs in the
nonlinear forward path between nodes 1 and 2 are represented by a single npn just
as the passive feedback from node 2 to node 1, provided by a resistive network, is
symbolized by a single resistor.

benefit for f(s), since the expression in (3.40b) approaches unity. Thus, improving

linear operation and radiation tolerance through negative feedback demands that,

unlike a(s), f(s) be implemented from the most linear and rad-hard elements

available—passives. Owing to their wide bandwidth and manufacturability, the

preferred passive elements are resistors [Lee, 1998, p.392].

Presume the linearity and hardness of the available resistors satisfies the SFDR

and TID specifications that the transistors themselves do not.65 Then, attaining the

corresponding component specifications in Table 3.2 via local passive feedback loops

like that of Figure 3.20 depends on ensuring sufficient loop gain for all possible a(s)

and f(s) so that, given an expected magnitude of ∂a(s) /a(s), the error described

by εG = ∂G(s) /G(s) in (3.40a) is acceptable. However, this error in G(s), which

represents the measurement uncertainty due to ∂a(s), itself varies with respect to the

65Without having previously presented data on these properties, this assumption is examined in
greater detail in Section 5.5.1.2. For now, it suffices that IC technologies merely offer no better
alternative along these axes of performance than resistors and capacitors: if these cannot meet the
linearity and radiation specifications, there is little hope for an integrated solution.
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forward path gain according to [Mossawir et al., 2006, p.3440]:

∂εG
∂a(s)

= − 2f

(1 + L(s))3 ' −
2

a(s)L2(s)
(3.41)

So, any drop in loop gain increases not only the absolute value of the instrument’s

measurement error, but also its drift over the part lifetime.

Maintaining high enough L(s) to limit the magnitude and drift of the closed-loop

gain error described by (3.40a) and (3.41) under all conditions is complicated by the

large variations of both a(s) and f(s). The gains of the transistors encapsulated

by the forward path block of Figure 3.20 have already been shown to vary by more

than 50% as a function of signal size (cf. Figure 3.5 and Figure 3.6), and nearly 20%

with TID damage (cf. Figure 2.16). Furthermore, LNA programmability necessitates

that a subset of the local feedback resistors be realized as switched networks, as in

the global case of Figure 3.19(a), since these resistors dictate the gains of each local

loop—at least one of which must be variable—according to (3.38).66 L(s) then varies

with these resistors as Gp is tuned over a 24-dB range, increasing the size(drift) of

the closed-loop gain error by a factor of approximately 16(256).

Extracting enough desensitivity from passive local feedback loops so that the

magnitude and drift of the errors in their closed-loop gain meet the design objectives

requires so a large a loop transmission that the single-loop feedback of Figure 3.20

proves inadequate. Instead, as described below, the SVEPRE architecture deploys

auxiliary active local feedback to limit ∂a(s) /a(s), thereby compensating for those

instances in which L(s) is flagging.

3.2.2.3 Linear versus Nonlinear

Active local feedback is required for the most susceptible transistors of the LNA

and AAF because resistor-based loops cannot ensure enough loop gain to permit

the approximation in (3.38) for all signal sizes, programming modes, and irradiation

conditions. However, the derivation of the exact relationship in (3.38) was predicated

66A similar argument holds for the AAF, but its complexity justifies the preference for the simpler
example of the LNA here.
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V1 V2

LNA internal view

b(s,V2)

Active

f(s)

Passive

Figure 3.21: Block diagram of nonlinear negative feedback system, in which the
forward path gain, b(s, V2), is a function of the output voltage, V2, in contrast to the
linear gain a(s) of Figure 3.18.

on the fact that a(s) in Figure 3.18 is linear. It, too, is not appropriate for the

case of local feedback, where a(s) can consist of individual transistors whose large

signal behavior is highly nonlinear. So, the salient model for local feedback, shown in

Figure 3.21, replaces a(s) with a nonlinear block b(s, V2) whose gain is now a function

of its output and yields

G(s) =
V2(s)

V1(s)
=

b(s, V2)

1 + b(s, V2) f(s)
(3.42)

To recover the desensitivity afforded by passive local feedback without the need

for exorbitant L(s), an active feedback loop can be inserted according to either

Figure 3.22(a) or Figure 3.22(b). In both cases the b−1(s, V2) block is designed and

connected so that its non-linearities approximately cancel those of b(s, V2),67 resulting

in an effective forward-path gain a′(s, V2) limned in Figure 3.23 that, despite a weak

67Ideally, of course, b−1(s, V2) would be precisely the inverse of b(s, V2), as the notation suggests.
But, at the levels of precision in this work, complete cancellation is untenable; instead, though every
effort is made to neutralize the nonlinearities of b(s, V2), some residual error remains in a′(s, V2).
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V1 V2

LNA internal view

b(s,V2)

Active

f(s)

Passive

b—1(s,V2)

Active

(a) LNA with global feedback.

V1 V2

LNA internal view

b(s,V2)

Active

f(s)

Passive

b—1(s,V2)

Active

(b) Closed-loop frequency response.

Figure 3.22: Recovery of desensitivity through active feedback loops. Injecting an
additional feedback signal through nonlinear block b−1(s, V2) so as to (a) predistort
the input to b(s, V2) or (b) attenuate the nonlinear feedback to b(s, V2) results in the
linearized forward path of Figure 3.23.
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V1 V2

LNA internal view

a0(s,V2)

Active

f(s)

Passive

Figure 3.23: Equivalent representation of linearization via techniques in Figure 3.22.
The resulting forward path a′(s, V2) is nearly linear, exhibiting only a weak
dependence on V2 (dotted line).

V2 dependence, is so robust to variation that compared to the ideal linear plant,

∂a′(s, V2)

a′(s, V2)
<
∂a(s)

a(s)
(3.43)

Thus, (3.40a) and (3.41) can tolerate lower L(s) under a variety of operational modes

and achieve the same closed-loop error εG.

So, to realize the desensitivity customarily afforded by global, passive, linear

feedback networks to the degree necessitated by the exacting linearity specifications

of Table 3.2 over the full set of programming and radiation conditions given therein,

a series of local, active, nonlinear feedback loops are deployed throughout the designs

of the next two chapters.



Chapter 4

LNA Design

To most circuit designers, an LNA is a tuned, narrowband amplifier whose noise

and impedance matching are optimized for communication standards. The history

of such circuits for use in microwave engineering is fascinating [Okwit , 1984] and

has progressed from large, cryogenically-cooled amplifiers used in satellite GSE,

to microwave/millimeter-wave ICs (MMICs) utilizing HEMTs (cf. Footnote 53

of Chapter 3) [Whelehan, 2002]. But, in this work, the term is admittedly

misappropriated to describe the first block of the SVEPRE analog front-end which,

though occupying the expected position in the signal path—immediately following

the antenna—is subject to a distinct set of specifications. Enumerated in Section 3.1,

these include broadband operation over four decades in frequency, noise suppression

down to 100 Hz, programmable gain, and high input impedance. This chapter

explains how such performance is achieved under baseline conditions and preserved

in the radiation-belt environment through the design of a custom, integrated LNA

for a wideband plasma wave receiver.

One approach would be to classify the design techniques according to the

performance metrics they seek to achieve. Aside from being pedantic, such

an organization belies the interdependencies between design choices that affect

competing objectives and obfuscates the core philosophy of this work—an approach

wherein the inherent gain of active elements (read transistors) is consistently

and systematically eschewed in favor of performing voltage-to-current conversion

197
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exclusively through passive means, as detailed in Section 4.2.1. Instead, the LNA

design is presented through three conceptual lens of increasingly narrow focus: first,

Section 4.1 describes the top-level architecture inherited from the legacy of bipolar

instrumentation amplifiers; Section 4.2 moves into the transistor-level implementation

of this architecture, emphasizing those elements crucial to the performance goals of

Table 3.2; finally, the layout of the circuit fabricated on SVEPRE-3 is analyzed in

Section 4.3, with emphasis on the hardness-by-design techniques employed.

4.1 Architecture

The use of feedback to improve the operation of wide-bandwidth, low-noise amplifiers

like that under investigation is an idea that stretches back to at least the vacuum

tube era [Weighton, 1955]. But, given that npn BJTs and resistors are the elements

of BiCMOS8 whose properties—specifically, noise and linearity, respectively—best

suit this application, a better source of historical inspiration is the monolithic

instrumentation amplifier (inamp).

First introduced in 1971 [Krabbe, 1971], when many high-performance IC

technologies only offered complementary BJTs and resistors, an integrated inamp

possesses the same distinguishing characteristics as its more familiar discrete, three-

opamp counterpart, depicted in Figure 4.1 [Kitchin and Counts , 2006, p.2-2].

Specifically, it features a balanced,1 high-impedance differential input which is isolated

from the single resistor used to program its variable gain (Rd). Coupled with precision

gain, low input-bias current, a high common-mode rejection ratio (CMRR), and

closed-loop operation via internal local feedback that obviates the need for an external

1It proves beneficial to clearly distinguish the terms balanced and differential since they are
commonly used as synonyms, though they denote distinct ideas in this text. A single-ended system
defines each input/output as simply the potential of (or current on) a single conductor with respect
to the system ground. A differential system uses two wires for each input/output and is concerned
with the difference between the potentials of (or currents on) these lines. A balanced system also
uses two wires for every input/output but, when referenced to system ground, the potentials of (or
currents on) the two wires are equal in magnitude and opposite in sign. Thus, whereas the output
of a balanced system may be taken differentially (between the two wires), it is imperative that
the single-ended potential of each wire (with respect to ground) be clearly defined and (nominally)
symmetric.
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R5

A1

A2

A3

R6

Vin—

Vin+

VoutRd

R1

R2

R3

R4

Figure 4.1: Classic, discrete inamp built from three opamps. In addition to the
higher area and power consumption of this implementation, its use of discrete opamps
restricts the output to single-ended referencing (shown here relative to ground). For
perfect resistor matching, a half-circuit analysis reveals that Rd programs the gain
according to Gp =(1 + 2R5/Rd) (R3/R1). After [Kitchin and Counts , 2006, p.2-2].

resistor network to provide global feedback [Kitchin and Counts , 2006, p.1–8], these

properties render the inamp a preferred choice for interfacing with the analog sensors

at the inputs of precision instrumentation in general and the target plasma wave

receiver in particular.

Thus, aside from its performing a differential-to-single-ended conversion, the

architecture of the monolithic bipolar inamp of Brokaw and Timko [1975] provides an

excellent template for understanding that of the LNA in this work. Consideration of

the former in Section 4.1.1 provides background and motivation for the modifications

found in the SVEPRE LNA and described in Section 4.1.2.

4.1.1 Canonical Inamp

A simplified schematic of the canonical inamp architecture of Brokaw and Timko

[1975] is presented in Figure 4.2. It consists of two emitter follower stages, each

enclosed with both passive feedback, in the form of degeneration resistors Rd and Rl,
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Vin+
Q1

Rd

Q2

A1

Q3 Q4

A2

T1

R1 T3 T4

T2

R2

Vin—

Rl

Vref

R3 R4

Vout

Figure 4.2: Simplified inamp architecture of Brokaw and Timko [1975, p.418]. Note
that A1(A2) is a differential(single-ended) transconductance(voltage) amplifier.

and active feedback, via amplifiers A1 and A2. The former is fully differential and

drives a pair of tracking differential tail currents sources, one in each active loop, for

which it1 = it3 and it2 = it4.2

Ideally, these loops produce a differential output, Vout,
3 that is linearly related to

2The lower-case variables it1–it4 represent only the portions of the currents through these sources
that result from A1 and A2. Therefore, the stated equalities do not imply that the total currents,
Itx=ITx+itx for x=1, 2, 3, 4, are matched between stages. A more through discussion of this point
appears in Section 4.1.2.2.

3By convention, named nodal voltages in the remainder of this document should be considered
differential unless otherwise noted and are defined in terms of their single-ended composites; for
example, Vout = Vout+ − Vout−, where Vout+(Vout−) is the voltage of the output node on the
positive(negative) branch of the circuit. The corresponding common-mode component of the pair of
branch potentials is V out = 1

2 (Vout++Vout−).
Although offsets that arise in practice are considered as necessary, Vout+ and Vout− are ideally

balanced as well. So, unless otherwise noted, the branch potentials are related to the differential
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its input, Vin, by the ratio of two resistors:

Gp =
Vout

Vin

=
Rl

Rd

(4.1)

By implementing these resistors off chip, the user is afforded the ability to easily

program the gain within the constraints set by the maximum outputs of current

sources T1–T4. Notably, through the use of discrete resistors (coupled with

analog multiplexers or relays) or potentiometers (controlled manually or digitally)

to implement Rd and Rl, this programming method permits arbitrary step sizes,

rendering an inamp-inspired LNA suitable for WBR applications that require any or

all of the VGA step resolutions previously flown (cf. Table B.6).

4.1.1.1 Qualitative Operation

For the sake of intuition, a qualitative description of the idealized operation of the

inamp in Figure 4.2 is now provided. Operating as emitter followers, transistors

Q1 and Q2 level-shift the differential input signal so that it appears across Rd. This

produces a differential current through Rd that, in the absence of the active feedback,

would simply be conducted to the collectors of Q1 and Q2 and converted into a

differential output voltage by their loads. However, the action of A1, in attempting

to equalize its inputs, instead imbalances IT1 and IT2 so as to provide this current

instead. Thus, the Stage 1 collector currents remain fixed.

By applying the same corrections to the tail current sources of the second stage

(IT3 and IT4), A1 effectively translates the differential current from one stage to the

next. To ensure that this current flows only through Rl, the loop containing amplifier

A2 attempts to fix the collector currents of Q3 and Q4. In so doing, it succeeds in

(Vout) and common-mode (V out) constructions by:

Vout+ = V out +
Vout

2

Vout− = V out −
Vout

2

Logically, this convention also applies to branch currents.
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converting all the Stage 1 current back into a voltage across Rl so that the relationship

between the voltages across the two resistors is given by (4.1). The constant collector

current of Q3 ensures that its emitter voltage is static, fixed one diode drop below

the reference driving its base (Vref). Thus, the fluctuations in the voltage across Rl

appear at the emitter of Q4 and are then level-shifted to its base, forming the overall,

single-ended output, Vout.

4.1.1.2 Quantitative Operation

A more rigorous interpretation of the roles of A1 and A2 considers their feedback

loops using the formalisms of Section 3.2.2. To develop the required correspondence,

deconstruct Stage 1 as in Figure 4.3 to yield the degenerated differential pair formed

by Q1, Q2, and Rd that would exist in the absence of A1.4 Although load resistors R1

and R2 have been transplanted as well, the operation of this block can be considered

in terms of an output current, Iout.

Degenerated Differential Pair

Invoking the large-signal descriptions of Q1 and Q2 given by (3.10) (letting VA→∞),

the differential-mode and common-mode output currents for this plant, taken from

4Ignoring the A2 feedback loop incurs no loss of generality, since it is trivial to show that the
results of this section apply equally well to the second stage, provided input nodal voltages and
output branch currents are interchanged and the direction of signal flow is reversed in all graphs.
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Vin+

Q1

Rd

Q2

T1 T2

Vin—

Id

+

Vbe1

+

Vbe2

+ Vd  —

Vc+ Vc—

R1 R2

Figure 4.3: Degenerated differential pair extracted from first stage of Figure 4.2.
Treated as a transconductance stage, the output of the Q1/Q2 pair is the difference
of their collector currents.

their collectors, can be expressed as:5

Iout = (α1IT1 − α2IT2) +
2nVTα

Rd

ln

(
Ae1Wb2

Ae2Wb1

)
− 4nVTα

Rd

tanh−1

(
Iout

2Iout

)
+

2α

Rd

Vin

(4.2a)

Iout = (α1IT1 + α2IT2) +
nVT∆α

Rd

ln

(
Ae1Wb2

Ae2Wb1

)
− 2nVT∆α

Rd

tanh−1

(
Iout

2Iout

)
+

∆α

Rd

Vin

(4.2b)

5Although the lengthy derivation of these expressions is omitted, it suffices to identify its origin
as the application of the translinear principle explained in Section 5.4.2.1 to the loop formed by
Vbe1, Vbe2, and Vd. Since the first two quantities are exponentially related to the output currents by
(3.10), differencing these voltages produces logarithms of the current ratios; hence the tanh−1 term,
since

tanh−1(x) =
1
2

1 + x

1− x
for |x|<1.
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Since no matching between Q1 and Q2 has been assumed in these expressions, save

that n1 = n2 = n, the common-base current gains of Q1 and Q2, defined by α =

β/(1 + β), are related through:

∆α = α1 − α2 (4.3a)

α =
α1 + α2

2
(4.3b)

The first two terms of (4.2) account for mismatch between the tail current sources

T1 and T2 and the drawn geometries of the npns. If, for the moment, both pairs of

devices are assumed to be perfectly matched (IT1 = IT2, Ae1 =Ae2, Wb1 =Wb2),6 the

resulting simplifications give:

Iout = ∆αIT + α︸ ︷︷ ︸
β nonlinearity

1− 2nVT

Vin

tanh−1

(
Iout

2Iout

)
︸ ︷︷ ︸

∆Vbe nonlinearity

 2Vin

Rd

(4.4a)

Iout = 2αIT + ∆α︸ ︷︷ ︸
β nonlinearity

1− 2nVT

Vin

tanh−1

(
Iout

2Iout

)
︸ ︷︷ ︸

∆Vbe nonlinearity

 Vin

Rd

(4.4b)

which highlights two sources of nonlinearity:

Vbe nonlinearities: The inverse hyperbolic tangent term arises from the exponential

in the constitutive relation of (3.10a), which captures the fundamental BJT

nonlinearity. It produces an Iout-dependent error between the input signal and

the level-shifted version appearing across Rd that is captured by the difference

in the base-emitter voltages of Q1 and Q2, ∆Vbe. Although this error term can

typically be neglected for small signals and large bias currents, where Iout �
6Ensuring that the tail current sources(transistor geometries) are, in reality, well-matched is the

subject of Section 4.2.4(Section 4.3.1.1).
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2Iout, neither of these conditions applies to this LNA: when Gp =0 dB, the first-

stage currents can be as large as those at the output; and low-power operation

demands minimizing IT'Iout.

β nonlinearities: The nonlinearity introduced by the terms of (4.4) that contain

those of (4.3) is not directly apparent, but can be inferred from Figure 3.6. Since

β is a function of operating point (cf. Section E.1.2), both ∆α and α exhibit

weak but non-negligible dependence on Iout and Iout. Indeed, the distortion

of such non-constant β effects is a recurring theme in this work, where large

variations in Iout (or, equivalently, Vin) do not allow the gain to be treated as

signal independent.

Linearization via A1

Introducing the A1 loop around the degenerated differential pair of Figure 4.3 shrinks

both types of nonlinear terms in (4.4). To see this, first recall that, by definition,

the ∆α(α) term represents mismatch(finite β) error in the common-base current gain

applied to the resistor current as it passes through Q1 and Q2. Since the A1 loop

varies the tail current sources of Q1–Q4, it only copies their emitter currents from

Stage 1 to Stage 2, thereby circumventing this common-base path and taking the

output of the first stage directly from Rd. Redefining the output of the differential

pair to be the single-ended resistor current Id, (4.2a) reduces to

Id =
nVT

Rd

ln

(
Ae1Wb2

Ae2Wb1

)
+

[
1− 2nVT

Vin

tanh−1

(
Iout

2Iout

)]
Vin

Rd

(4.5)

Furthermore, in keeping the collector currents of Q1 and Q2 approximately equal

and constant, the A1 loop suppresses the signal dependency of the argument of the

inverse hyperbolic tangent, εswing =Iout/2Iout, leaving

Id =
nVT

Rd

ln

(
Ae1Wb2

Ae2Wb1

)
+

[
1− 2nVT

Vin

tanh−1

(
Id

A1V c

)]
Vin

Rd

(4.6)

Although the range of Id in (4.6) is on par with that of Iout in (4.4a), the denominator
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of εswing has been amplified by 1
2
A1Rc, where Rc is the average value of R1 and R2,

the collector load resistors responsible for setting the common-mode input voltage

of A1 at V c = IoutRc. Thus, the effective swing, ε′swing = Vin1/2V c, is much smaller,

depending only on the fraction of V c occupied by the swings of Id when referred to

the input of A1 as Vin1.

Feedback Interpretation

The above derivation corresponds to the graphical representation of passive-loop

and active-loop feedback in Figure 3.21, which has been customized for Stage 1 in

Figure 4.4. Given the ∆Vbe and β nonlinearities in (4.4), the transfer function from

input voltage Vin to collector current Iout for the forward path through Figure 4.3

is embodied by the nonlinear block of Figure 4.4(a) whose gain is represented as

b(s, Iout). The inclusion of A1, which interrupts the nonlinear feedback by suppressing

the εswing-dependence of the terms in (4.4), yields a much more linear G(s), given by

(4.6) and depicted in Figure 4.4(b), which still depends on a′(s, Id).

For large enough loop gain,7 L(s)' 1
2
A1Rc�εswing, the effective swing, indicated

by the dashed path of Figure 4.4(b), is attenuated such that it becomes permissible

to linearize (4.6) around a Taylor series expansion of the tanh−1 term and, if drawn

geometries are again perfectly matched, obtain a′(s, Id)→a′(s), so that:

Id

Vin

' 1

Rd +
2nVT

A1V c

(4.7)

When the active-loop gain is even larger, such that its product with that of the

passive loop well exceeds unity (i.e., L(s)� (gmRd)−1, where gm is the average npn

transconductance), the systematic error in a′(s) is eliminated and (4.7) reduces to

the desired linear gain of simply G(s)=1/Rd.

7The quantity which appears in the tanh−1 argument of (4.6), 1
2A1Rc, is actually the loop gain

for the case of a non-degenerated pair; but, conceptually, the loop gain arguments espoused here
remain valid. The full L(s) for the small-signal model of Figure 4.2 is presented in Section 4.2.2.3.
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Vin Ioutb(s,Iout)

Emitter-follower

A1(Iout)

Amplifier

Degeneration

Rd

b(s,Iout)=f(Vbe(εswing),β(εswing))

(a) Attenuation of nonlinear feedback.

Vin Id

ε0swing

a0(s,Id)

Super emitter-follower

Degeneration

Rd

a0(s,Id)=f(Vbe(ε0swing),β(ε0swing))

(b) Equivalent linearized network.

Figure 4.4: Flow graph representation of first stage of Figure 4.2 with (a) explicit
identification of active (A1) and passive (Rd) loops as well as (b) an equivalent
network whose linearized forward path a′(s, Id) is identified as the super emitter-
follower of Section 4.2.2.1.
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4.1.1.3 Shortcomings

To realize this drastic reduction in the effects of ∆Vbe and β nonlinearities, the

classical inamp architecture adopts several tactics at odds with the SVEPRE

specifications. Most obvious is its single-ended output, which is incompatible with

the fully differential signal path of the target receiver in Figure 1.22.

Secondly, since the overall voltage gain results from inter-stage current-mode

signaling, its linearity depends primarily on accurate current handling. In copying

currents from Rd to Rl, A1 and the current sources it steers must be: high-gain,

to minimize errors through high L(s); precise, so as to only transfer the imbalances

resulting from the input signal; and closely matched, both between circuit halves and

between the two stages, to avoid harmonic distortion.

Finally, as it requires multiple active feedback loops and large bias currents, the

power demands of the canonical inamp can be excessive, approaching 60 mW for that

of [Brokaw and Timko, 1975, p.422], which surpasses the entire SVEPRE budget.

Simply reducing the power rails to those of a modern process, from ±12 V to +2.5

V, cannot recover the desired savings, because bipolar circuits, whose DC levels are

predicated on diode drops that do not scale, consume headroom voraciously.

To address each of these issues, modifications to the architecture of Figure 4.2 are

proposed in the next section.

4.1.2 Modified Architecture

A simplified representation of the SVEPRE LNA architecture is presented in

Figure 4.5 and should be juxtaposed with that of Figure 4.2 to emphasize the

modifications required by this application. Preserving the essential character and

operation of the canonical inamp, this topology extends its performance to the meet

linearity and radiation requirements, resolving the shortcomings of Section 4.1.1.3 as

explained below.
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4.1.2.1 Differential Output

The fully differential signal path of the target receiver provides a balanced load to the

dipole antenna, tolerates a wide input signal range, and rejects common-mode noise

that is both conducted from the plasma and power supply bus and radiated by the

host spacecraft and surrounding electronics [Razavi , 2001, p.100–103]. In exchange for

its improved noise and signal-handling, a fully differential amplifier requires a means

of establishing the common-mode level at all nodes, ensuring they remain balanced

and reliably biased in the desired operating region (cf. Footnote 1). So, despite

the accepted advantages of a fully differential architecture, most inamps perform

a differential-to-single-ended conversion at their output in order to reduce back-end

complexity at the expense of dynamic range and common-mode rejection [Gray et al.,

2001, p.293–299].

In contrast, the LNA of Figure 4.5 directly transmits the differential signal across

Rl to its output through the Vbe level-shifts of Q3 and Q4. This not only retains the

advantages of a differential amplifier, but halves the number of active feedback loops

required, reducing power consumption.8 But, to preserve these gains, the circuitry

now responsible for setting the output common-mode level, V out, cannot take the

form of traditional common-mode feedback (CMFB)—otherwise, the power of A2

would simply be offset by that of the CMFB amplifier. Furthermore, having omitted

the A2 loop, the level-shifted Vout is sensitive to those Vbe nonlinearities of Q3 and Q4

ascribed to Q1 and Q2 in Section 4.1.1.2. Thus, a feedforward means of compensating

for this distortion is necessary; the replacement of the collector resistors of Q3 and Q4

with current sources H3 and H4 is one element of this mechanism. The full technique

for canceling the Vbe distortions and setting the output common-mode level of the

second stage is embedded in its implementation, as addressed in Section 4.2.3.

8This reduction is not simply a factor of two, as might be expected. Typically, as it provides
the LNA output drive capability, A2 exhibits higher bias currents and more stages than A1. In
particular, whereas A1 is an operational transconductance amplifier, or OTA, with correspondingly
high output impedance, that of A2 must be low enough to source drive current to the AAF input.
Thus, its output buffer stage typically consumes a significant fraction of the total power, be it static
or dynamic (e.g., Class AB or D). Although such drive currents are still required in its absence,
eliminating all but one of the branches in which they flow by excising in the core of A2 and its bias
network can result in an order of magnitude power savings.
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4.1.2.2 Current Steering

Easing the requirement for matched, tracking current sources T1–T4 in Figure 4.2,

the architecture of Figure 4.5 leverages folding to establish the desired relationship

between T1(T2) and T3(T4). Previously, the tracking provided by the multiple

outputs of A1 ensured that a signal-induced change it1(it2) from the DC value of

T1(T2), namely IT1(IT2), would be mimicked at T3(T4) as it3(it4) such that even if

IT1 6= IT3(IT1 6= IT3), it was assured it1 = it3(it2 = it4). Provided that T5 and T6 are

ideal static sources, meaning it5 = it6 =0, the connectivity of Figure 4.5 which dictates

that

It3 = IT5 − It2 = IT5 + It1 (4.8a)

It4 = IT6 − It1 = IT6 + It2 (4.8b)

perfectly copies the signal current between stages, as evident by equating the signal-

dependent components on both sides of (4.8). Any DC mismatch between T5 and

T6 appears as an offset in the output current, whereas non-zero it5 and it6 corrupt

the linearity of Gp.

Replacing the need for tracking differential current sources with requirements on

the matching and output resistance of static sources is not novel; indeed, it was

proposed by Brokaw and Timko [1975]. However, their realization was aided by the

ability to implement Q3 and Q4 as vertical pnp transistors, whose full bias current

could be provided by returning the currents of T1 and T2 to their emitters rather

than ground. In contrast, armed only with npn BJTs, the architecture of Figure 4.5

incurs a polarity inversion that must be absorbed by the novel inclusion of T5 and

T6 to provide the static emitter bias currents of Q3 and Q4. Thus, an additional

matching requirement is imposed on current sources T1 and T2: they must track T5

and T6. The implications of this new qualification are examined in Section 4.2.4.2.
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4.1.2.3 Gain Programming

In the part developed by Brokaw and Timko [1975], neither Rd nor Rl is implemented

on chip. Instead, connections are made available to the user via two pairs of package

pins so that off-chip components of the desired value may be employed. However, it

is strictly necessary, and in many cases preferable, to require only a single external

component. So, the question naturally arises as to which resistor should be integrated.

In Figure 4.5, Rl is implemented on chip to ensure stability and obtain the desired

bandwidth over the range of Gp settings. These benefits bear further examination.

Bringing a signal from the core of the LNA out to an external resistor (or vice

versa) incurs a host of parasitic capacitances associated with: on-chip connections

from the transistors to the pad frame (long metal lines and the pads themselves),

from the pads to the package lead frame (bond wires and the pins themselves) and

from the package to the PCB (solder pads); and off-chip parasitics, including board-

level stray capacitance between copper traces or socket leads and the ground layer.9

A lumped model of these contributions is provided in Figure 4.6, where the total,

Cext, given by

Cext = Cline + Cpad + Cwire + Cpin + Ctrace (4.9)

can easily exceed 10 pF. Determination of which LNA nodes are robust enough to such

parasitics as to be exported off chip to accommodate external gain setting resistors

must account for two implications:

Stability: In its original incarnation (cf. Figure 4.2), the active feedback loops of the

inamp ensure that the impedances seen by Rd and Rl at the emitters of both

degenerated differential pairs are low.10 Indeed, one of the primary advantages

9As a very rough rule-of-thumb, a 25-mil wide copper trace opposite a ground layer on a PCB
of typical thickness contributes ∼ 2 pF/in over short distances. For long distances, ∼ 10 pF/in is
more realistic. Similarly, the capacitance between two plane layers straddling a 25-mil-thick FR4
dielectric, such as power and ground, is ∼100 pF/in2.

10As chronicled in Section 4.2.2.2, the active loops provide series-shunt feedback around the
standard emitter follower that reduces its output resistance by the loop gain, 1

2A1Rc, yielding an
approximate small-signal effective differential output resistance (as seen by Rd) of:

rout1 '
4

gm1,2A1Rc
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Figure 4.6: Simple, lumped model of parasitic capacitances incurred across off-chip
resistor. Each differential capacitor accounts for both direct cross-coupling and the
series combination of the single-ended, ground-terminated capacitances for each node.
By no means comprehensive, this model merely illustrates the primary contributors.

of the monolithic inamp over that of Figure 4.1 is its bandwidth, as there are no

high-impedance nodes in the signal path. However, a potential problem with

these negative feedback loops is maintaining stability when the emitter load is

largely capacitive [Gray et al., 2001, p.215]. Intuitively, this can be perceived

by noting that the dominate pole of L(s) lies at the input of A1. Although this

amplifier sees a relatively low impedance looking into the emitters of Q1 and

Q2, any stray capacitance across Rd, which can be lumped into an element Cd,

lowers the non-dominant pole there, potentially consuming the available phase
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margin.11

Bandwidth: Omitting the A2 feedback loop in Figure 4.5 obviates the risk of its

instability, but produces a much higher nodal resistance across Rl for two

reasons. The first is obvious—the output resistance of the Q3/Q4 follower is no

longer attenuated by the loop gain. Even more acute is the increased resistance

that results from the use of head current sources H3 and H4 in series with diode

connected Q3 and Q4 level-shifters. If their output impedances are given by

roh3, roh4�ro3, ro4, then the effective small-signal resistance seen by a capacitor

across Rl, to be denoted Cl, is

rout2 ' 2

(
roh3,4 +

1

gm3,4

)
(4.10)

which, for all but extremely high bias currents, is much larger than Rl itself.

Thus, the dominant pole of the LNA is given approximately by

p0 =
1

(Rl ‖ rout2)Cl

' 1

RlCl

(4.11)

If Rd(Rl) is implemented off-chip, the large Cext incurred across it can destabilize

the input loop(reduce the LNA bandwidth). Although neither choice is ideal, many

pragmatic concerns favor integrating Rl. The amount of overdesign required to

preserve at least 1-MHz bandwidth for both an indeterminate Cl and a wide range of

Rl in the course of gain programming is impractical given the limited power budget.

With ability to dictate both these quantities to a high degree of accuracy in silicon,12

the bandwidth of the LNA can be ensured across all gain settings.

Furthermore, by fixing Rl, the range of corresponding Rd that produces 0 dB<

Gp<24 dB can be set low enough so as not to violate the phase margin built into the

11The same argument holds for the loop in Figure 4.2 comprising Q3, Q4, A2 and Rl, though its
full consideration has been neglected according to the justifications of Footnote 4.

12Typically, absolute tolerances for on-chip resistors are no better than 20%. Thus, a degree of
margin is built into the chosen Rl so as to ensure that the target bandwidth is satisfied. For Cl,
which is realized by metal comb capacitors, the absolute value is even more tightly controlled, with
only a few percent uncertainty; but, again, allowances for its variation are absorbed into the target
Cl value.
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A1 loop, which is further bolstered through careful choice of A1 and Rc as described

in Section 4.2.2.

Finally, if the small-signal resistance seen by Rd and attenuated through the shunt

action of A1 loop is represented by rout1 (cf. Footnote 10), then placing Rd off chip,

such that Cd =Cext and invoking (4.1) and (4.11) produces a first-order model of the

LNA frequency response

Gp(s) =
Zl

Zd

' Gpo
1 + s/z0

1 + s/p0

(4.12)

in which the DC gain, Gpo =Rl/Rd, is modified by a high-frequency zero at

z0 =
1

(Rd ‖ rout1)Cext

' 1

rout1Cext

(4.13)

Since the LNA requires no global feedback, the reduction of this zero with excess Cext

is not nearly as detrimental as for po, but it may cause peaking in the magnitude

response and an increase in noise bandwidth. Through careful layout of both

SVEPRE and those PCBs for which it is intended, it is shown in Section 6.3.2 that

even these effects are thwarted for Cext ≤ 10 pF.

4.2 Implementation

Even with the architectural advantages afforded by the topology of Figure 4.5,

additional techniques are required in the transistor-level implementation of the LNA

to meet the full suite of demanding specifications. Proceeding through the inamp

in the direction of signal flow, key representatives are highlighted in the remaining

subdivisions of this section and their (not always direct) impact on the requirements

of Table 3.2 teased out.

4.2.1 General Philosophy

Before delving into schematics, an example of the interplay between the architectural

ideals and the implementation realities that motivate the aforementioned techniques is
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instructive. To wit, consider the LNA linearity and total-dose hardness specifications

of Table 3.2. A circuit which achieves the relation of (4.1) succeeds in satisfying both

criteria, since the LNA gain is then independent of the large signal nonlinearities (cf.

Section 3.1.2.3) and TDEs (cf. Section 2.1) of the underlying transistors, depending

only on passive elements—resistors—which are substantially better on both counts.

However, the derivation of (4.1) (or even the approximation to it in (4.7)) is

contingent on the ideality of blocks such as operational transconductance amplifier

(OTA) A1 which are, themselves, susceptible to these shortcomings in practice. Thus,

it is paramount in the construction of the OTA that the impact of these nonidealities

is minimized. For example, OTAs that rely heavily on the fundamental amplification

properties of their constituent transistors typically violate the conditions behind

the derivation of (4.1), as is best demonstrated by presenting a pair of possible

implementations.

4.2.1.1 Single-Stage OTA

Consider the case of a common-emitter amplifier in Figure 4.7(a), operating in the

large-signal regime where Vbe = vin + VBE and Ic = iout + IC.13 The gain-determining

relationship, which can be derived from (3.10) as14

iout = IH1

(
evin/nVT − 1

)
(4.14)

holds over several decades, seemingly making the npn BJT more apropos for

amplification subject to the large-signal linearity requirements of this application

than its MOS counterparts. However, the output current is directly proportional to

IC which, in unloaded configuration shown, is provided by current source H1 such

that IC = IH1. Thus, the nonidealities of an H1 implementation are critical: any

signal dependence (i.e., nonlinearity) associated with its finite output resistance, Ro1,

13Note that contrary to conventional notation, vin and iout are not small-signal quantities. They
merely represent the time-varying components of the base-emitter voltage and collector current,
respectively, isolated from the corresponding DC components, as in Section 4.1.2.2

14Once again, the Early voltage is assumed infinite in this example as it is not central to and, in
fact, only intensifies, the unwanted behavior in question.
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vin
Q1

H1

Vout

+

Vbe

(a) Single-stage CE.

vin
Q1

H1

+

Vbe1

Q2

H2

Vout

+

Vbe2

(b) CE-CE cascade.

Figure 4.7: Potential single-stage and multi-stage OTA implementations. The gain
and linearity of (a) a common-emitter (CE) are highly sensitive to H1 while those
of (b) a CE-CE cascade exhibit additional dependencies on device beta2 and H1-H2
mismatch.

or drop in IH1 due to radiation-induced gm and β degradation directly impacts the

gain, since A1 = iout/vin∝IH1.

To assess the SFDR implications of these same issues, consider operation of the

CE implementation of A1 at sinusoidal-steady state. Truncating the Taylor series

expansion of the exponential in (4.14) for a sinusoidal input of the form vin =

vicos(ωot), yields the ratio of the magnitude of the third harmonic to the fundamental,

which typically dictates the overall SFDR in any well-designed differential system

derived from the half-circuit of Figure 4.7(a), as

|Y (3ωo)|
|Y (ωo)| '

1

24
ln2

(
1 +

iout

IH1

)
(4.15)

where it has been assumed that, although not small, the signal component of the

output current satisfies ic� 16IC. From (4.15) it is clear that the linearity of the

CE amplifier depends on both the static and signal-dependent portions of its output
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current.15 The former dependency is even stronger than in (4.14); in the limit of small

signals (iout� IC), the SFDR deduced from (4.15) is proportional to I2
H1. Thus, it

has been shown that the total-dose degradation and finite output impedance of any

H1 realization violates the assumption of the large, perfectly linear A1 behind the

derivation of (4.1).

4.2.1.2 Multi-stage OTA

But, even postulating access to ideal current sources, the A1 implementation is not

immune to these effects. Particularly vulnerable are more sophisticated, multistage

realizations that provide large A1 and the concomitant benefits of high loop gain.

The simple CE cascade of Figure 4.7(b) is exemplary of the typical interface between

successive stages in a such an amplifier, for which the β-dependencies of gain and

linearity are crucial. By analogy to (4.14), the large-signal AC gain relationship from

vin to iout, which is now found at the collector of Q2, is

iout = IH1 (β2 −M2)
(
evin/nVT − 1

)
(4.16)

where β2 is the large-signal CE gain of Q2,16 and in the unloaded configuration shown,

IC2 =IH2 =M2IH1. Even if current sources H1 and H2 are ideal, (4.16) indicates that

the overall gain remains sensitive to TDEs insofar as they reduce β2 and degrade

current source matching via M2.

Additionally, since A1 ∝ β2, the non-constant β effects exemplified in Figure 3.6

15It is hardly enlightening that the SFDR depends on signal size. Thus, only the ramifications of
changes in the static bias current merit attention.

16A point of clarification regarding the scope of β2: As defined in (3.10b), β is the ratio of the
total current in the collector to that in the base. This quantity is contrasted with the βDC and βAC

defined in (E.1) and (E.2), which pertain only to the static and small-signal regimes respectively.
The ratio of the large signal currents, ic/ib, is not represented by any of these variants, so (4.16) is
not simply (4.14) scaled by some ‘beta’ of Q2.

If, as an exercise, this ratio were to be computed in terms of defined betas and dubbed βls, the
result would be

βls =
ic
ib

= β +
IB
ib

(β − βDC)

For β that is constant as a function of frequency, βls reduces to β, but otherwise depends on the
relative strength of the AC and DC signal components, rendering it less than useful in (4.16) and
(4.17).
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translate directly to gain nonlinearities. Substituting (4.16) into (4.15) confirms that

the SFDR of A1 depends strongly on both β2 and M2 according to

|Y (3ωo)|
|Y (ωo)| '

1

24
ln2

(
1 +

iout

IH1 (β2 −M2)

)
(4.17)

with these dependences becoming quadratic for small iout. Thus, details of the

circuit implementation, particularly the matching and output resistance of the current

sources and the interstage loading effects of finite, nonlinear β, all of which are dose

dependent, must be resolved if the resulting A1 is to satisfy the assumptions behind

(4.1).

4.2.1.3 Extrapolation

Since A1 ultimately appears in the first stage feedback loop, the constraints on the

hardness and linearity of A1 are substantially ameliorated compared to those of the

forward path elements. But, the latter are subject to the same concerns regarding

current source construction and interstage loading, so the principles of the preceding

examples can be extended to encapsulate the general design philosophy applied to all

the transconductance elements of SVEPRE.

Specifically, wherever a highly linear, radiation-tolerant transconductance (or

transimpedance) is required, the inherent gain of BJTs is abandon, and they are

operated purely as voltage-mode devices, thereby escaping the intrinsic nonlinearities

represented by the β2 and exponential terms of (4.16). Similarly, MOSFETs are

employed purely as current-mode elements, wherein their ideal current gain from

source to drain is leveraged to provide lossless summing operations. This effectively

cedes all V -to-I and I-to-V conversions to the most linear and radiation-tolerant

elements available—resistors—just as intended in (4.1).

Although transistor amplification is barred from residing in the forward path, it

remains crucial to establish the governing feedback exemplified by A1. But, since

the final expression for the LNA gain contains none of the small-signal parameters of

the many active elements it employs, the power consumed by these transistors can

be minimized, providing just simple level shifts in the forward path and enough L(s)



220 CHAPTER 4. LNA DESIGN

to enact a′(s). In fact, it is shown in Section 6.3.2.4 that even as the LNA gain is

programmed from 0 dB to 24 dB, its power remains constant.

4.2.2 First Stage

The simplified schematic of the first stage of the LNA in Figure 4.8 highlights the

implementation of the Q1-Q2-Rd-A1 loop by means of hybrid super emitter-followers

with embedded level shifters. Using pMOS devices to fold the current from the

first stage to the second, as opposed to the lateral pnps used by Brokaw and Timko

[1975] offers several advantages. Among them, by not siphoning signal-dependent

base current away from the collectors of Q1 and Q2, it preserves the linearity of

their level shift better than a Darlington pair with less supply current or headroom

required. Indeed, consumption of these resources is significantly less than in the A1

input stage of the canonical example, where attenuating the required input current

presents the most intricate design challenge. This is especially crucial since the LNA

is conservatively designed to handle double the required full-scale input swing (2 VPP

differential), affording sufficient design margin that linearity does not suffer at the

extremes.

The next sections cite key details in the design of both the hybrid super emitter

followers that comprise A1 and the series-shunt loop in which they are enclosed.

4.2.2.1 Super Emitter-Follower

Returning to the forward path represented by the degenerated differential pair of

Figure 4.3, recall that resistive emitter degeneration of a standard differential pair

through the addition of Rd constitutes a from of passive series-series feedback that

greatly expands the range over which it behaves linearly [Gray et al., 2001, p.587–

591]. Adducing the simulated results in Figure 4.9,17 this degeneration produces the

classic hyperbolic tangent of (4.4) which exchanges reduced gain for an operating

range governed, in the ideal limit, by an argument proportional to Vin/ITRd rather

17Perfect matching of Q1 and Q2 is assumed in the simulations of Figure 4.9 and Figure 4.10,
such that ∆α=0, α=α, Ae1 =Ae2, and Wb1 =Wb2.
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Figure 4.9: Simulated transfer function of degenerated differential pair in Figure 4.3
(in green) compared against that of basic differential pair (in blue). The wider
unsaturated region of the former follows from the increased denominator of the
argument of the hyperbolic tangent in (4.4).

than Vin/VT. The larger the denominator of the former is advantageous since the

curve begins to saturate when this argument exceeds unity.

In this application, the product Vd = ITRd is dictated by power dissipation

constraints on IT and the range of Rd required for programmable Gp given the Rl

dictated by bandwidth requirements; together, these yield a range of 0.25–4 V. So, at

a given gain setting, Vd is only a factor of four larger than the maximum input signal

size, which means that the excursions of the latter can intrude into the nonlinear

regions at the extremes of the transfer function in Figure 4.9. Gain distortion in

these regions afflicts inputs well below 1 V because even the middle portion of the

transfer function—which appears to be a straight line—is subject to nonlinearities

that are accentuated when the transconductance, Gm = dIout/dVin is plotted as in

Figure 4.10. Although the gain remains flat over more of the input range than in the

basic case, it is not sufficiently independent of the input to achieve the desired SFDR
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Figure 4.10: Transconductance gains corresponding to slopes of curves in Figure 4.9.
Despite its transfer function appearing linear out 1 V, even the gain of the degenerated
differential pair (in green) is not sufficiently flat over the full input range to achieve
90-dB SFDR.

of 90 dB at full-scale, even with degeneration.

The roll-off of the gain in Figure 4.10 is the manifestation of the β and ∆Vbe

nonlinearities in the second term of (4.4). As noted in Section 4.1.1.2, these can

be minimized by connecting A1 so as to take the output current across Rd and fix

Ic1 and Ic2, respectively. This is precisely the role played by Q5 and Q6 in the

modification of Figure 4.3 shown in Figure 4.11. These devices handle all the signal-

dependent current through Rd, thereby keeping the collector currents of Q1 and Q2

fixed. Converting Q1 and Q2 into so-called super emitter-followers [Gray et al., 2001,

p.213], this topology yields a transconductance, now measured at the emitters of Q5

and Q6, which is much flatter over a much wider range, as shown in Figure 4.12 and

described by the second addend of (4.6).
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Vin+

Q1

Rd
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Vin—
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+

Vbe1
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Vbe2

+ Vd  —

Q5

H1

Vout1+

Q6

Vout1—

H2

Figure 4.11: Conversion of Figure 4.3 into super emitter-follower. Taking the output
current from the emitters of Q5/Q6 allows Id to be extracted directly from Rd, keeping
Ic1 and Ic2 (nearly) constant.

4.2.2.2 Hybrid Super Emitter-Follower

However, this A1 implementation, poses two problems. The most obvious is that

Q5/Q6 cannot be implemented with the available substrate pnps, since their collectors

are differentially opposed. But, even if a polarity inversion were achieved through the

use of an npn equivalent topology, a more serious limitation is the base current of

these feedback transistors. Recall that the derivation of (4.6) assumed an idealized

A1 that drew no input current. On the contrary, the signal-dependent base currents

of Q5/Q6 subtract from the collector currents of Q1 and Q2, and since these increase

with dose through the surface and bulk recombination mechanisms of Section 2.1.2.1,

they cannot be neglected. Thus, a non-standard implementation of the super emitter-

follower is necessary to preserve linearity under radiation.

The solution shown in Figure 4.8 replaces Q5 and Q6 with pMOS differential
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Figure 4.12: Transconductance gain of super emitter-follower compared to those of
Figure 4.10. Inclusion of Q5 and Q6 in Figure 4.11 drastically improves the gain
linearity (in red).

pairs M1–M4, which affords several advantages, provided they are sized carefully to

satisfy flicker noise requirements. Chief among these is the fact that M1/M2 siphon

no signal-dependent currents away from the collectors of Q1/Q2, thereby preserving

the linearity of their level shifts and validating the description in (4.6). Additionally,

by arranging these pMOS devices as differential pairs, the current from the first

stage can be folded into the second with no gm-dependent losses. As described in

Section 4.2.1.3, pMOS current steering leverages the fact that all source current must

arrive at the drain (i.e., the ‘base’ current is zero).

Two additional features of the final A1 implementation in Figure 4.8 bear special

mention. First, the use of level-shifting devices Q7/Q8 is necessary to maintain

sufficient headroom for sources H5/H6 with an input common-mode level of 1.75 V.18

Since their emitter current is fixed, base currents Ib7 and Ib8 do not introduce any

signal-dependence into Ic1 and Ic2, preserving the aforementioned pMOS benefits.

18Assume that nominally Vcb1,2 =0.
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Any β7,8-degradation introduces a small, fixed drop in the LNA input currents (Ib1

and Ib2).

Secondly, the use of pMOS current sources H1 and H2 (cf. Section 4.2.4.2) in

place of collector resistors R1 and R2 drastically increases L(s) via Rc. Although

their currents are small (IH1,2 = 2.5 µA) so as to limit the input bias current of each

LNA terminal to just 10 nA, their large output resistance allows the linearization

that produces (4.7) to hold even though the maximum εswing� 1, with Id reaching

8IH1,2 for full-scale inputs.

4.2.2.3 Series-Shunt Loop

Thus far, the assessment of the hybrid super emitter-follower implementation has

addressed its impact on large-signal LNA properties governed by the nonlinear

characteristic of (4.2); namely, gain and linearity. To obtain design insight into how

this choice impacts two additional specifications, namely input impedance and noise,

its frequency response can be assessed in the linearized small-signal domain using

two-port feedback theory.19

The effect of introducing A1 around the degenerated differential emitter follower

in Figure 4.5 is to improve its performance as a voltage amplifier through series-

shunt feedback.20 The appropriate block diagram for such a system is given in

Figure 4.13. But, as in the presence of an emitter resistor, the super emitter-follower

is a degenerative case that conforms poorly to this model, since the sensing of the

output voltage takes place at an intermediate node, namely the collector of Q1.21

Such degenerative single-stage feedback is best handled by just considering small-

signal model directly [Gray et al., 2001, p.589].

19For a thorough review of basic two-port feedback theory, including the effects of loading by the
feedback network, the reader is recommended to Chapter 8 of either [Gray et al., 2001] or [Razavi ,
2001].

20This configuration is known as ‘series-shunt’ because the feedback network is connected in series
with the input port of the plant, returning a voltage, and shunts the output port, sensing the voltage
there. For this reason, it is also known as ‘voltage-voltage’ feedback [Razavi , 2001, p.258].

21In the case of an emitter resistor, the degenerative condition, which gives rise to the name of the
technique—emitter degeneration—arises because the sense and return paths connect to the same
port (i.e., the emitter).
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Vin

G22

G21V1

+
V2

Zout +
Vout

G11

Feedback - f(s)

Forward path - a(s)

aoVπ

+
V1

Figure 4.13: Block diagram of canonical series-shunt feedback, as pertains to the
active loop of LNA input stage depicted in Figure 4.8. It is typically assumed that
the reverse conductance of the feedback block, G12 is negligible. After [Gray et al.,
2001, p.580].

The differential half-circuit in Figure 4.14(a) is comprised of the Q1-M1-M3

portion of the A1 loop in Figure 4.8, wherein the output resistance of M3 is

assumed sufficiently large that its drain load can be neglected. In this case, the

transconductance of M3 simply degenerates M1, resulting in the simplified model of

Figure 4.14(b) in which the latter is replaced by an equivalent M2, featuring

gm2 =
gm1

1 + gm1rF

(4.18a)

ro2 = ro1 (1 + gm1rF) (4.18b)

Zπ2 = Zπ1 (1 + gm1rF) (4.18c)

The effects of the M1 degeneration are encapsulated by the degenerate loop gain

1 + gm1rF, where rF =rH5 ‖ 1/gm3.
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(b) Small-signal equivalent.

Figure 4.14: Half-circuit of Figure 4.8 (positive side). From (a) the complete half-
circuit it is possible to derive (b) a small-signal equivalent in which all current sources
are replaced by their output resistances and M2 encapsulates the degeneration of M1
by M3 and H5 (cf. (4.18)).

Loop Gain

From the small-signal model of Figure 4.14(b), which as been reduced to the form of

Figure 4.15, it can be shown that the loop gain afford by the hybrid super emitter-

follower implementation for the case of gm1ro1�1 is approximately

L(s) ' gm2Zc
gm1

gm1 + (Yπ1 + Ye)

(
1 +

Zc

ro1

) (4.19)

The leading coefficient should be familiar: it is half the differential L(s) derived

previously, where 1
2
A1 = gm2 and Rc = Zc. Breaking the loop at the gate of M1,
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Zπ1

Vin

gm1vπ1 ro1 Zc

gm2vπ2 Ze

Vout

+

vπ1

+

vπ2

Zc = rH k Zπ2

Ze = ro2 k rT k Zd/2

Figure 4.15: Small-signal circuit derived from Figure 4.14(b). Given large input
and output impedances, this low-frequency incarnation, neglecting BJT small-signal
capacitances such as Cµ and Cπ is appropriate. However, Cgs2 is subsumed in Zπ2.

(4.19) is simply the product of the gains of the common-source amplifier M2 and

common-base amplifier Q1, where the fraction in (4.19) discounts for the portion of

the former’s current diverted into Ze before reaching the latter. Compared to the

L(s) of Section 4.1.1.2, derived for ideal conditions in which the signal current in Rd

is negligible compared to the Q1/Q2 bias, the fractional part of (4.19) produces a

loop gain one-tenth the ideal since this resistor is small (∼ 10 kΩ) at the nominal

gain. However, sufficient DC loop gain (∼ 80 dB at nominal Gp) is maintained by

the large gm2 and Yπ2 of M1 and the high rH realized by the head current sources of

Section 4.2.4.2.

Loop Stability

Consideration of (4.19) for various Gp reveals that whereas the DC loop gain indeed

decreases with Rd (via Ye), the bandwidth of the loop does not since the dominant

pole, which is contributed by Zc, lies at

p0 '
1

rh ‖
(

1 +
gm1Rd

2

)
ro1 ‖ Zπ2

' 100 kHz (4.20)
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So, the linearity and input impedance benefits of A1 persist over the bandwidth of

interest. However, excessive Cext or increased Rd can decrease the non-dominant

pole in the denominator of (4.19), eroding phase margin, since its location can be

approximated by zo of (4.13) and given formally by considering the output impedance

seen by these components with gm1ro1�1 and gm2Zc�1:22

Zout1 ' 2

(
rT ‖ ro2 ‖ Zπ1 ‖

1

gm2Zc

ro1 + Zc

gm1ro1

)
(4.21)

Since L(s) is so large, the final term of (4.21) dominates, yielding an output resistance

on the order of ohms that can tolerate Cext up to 30 pF for the worst-case gain Gp =0.

Input Impedance

The small-signal model of Figure 4.15, also yields insight into the input impedance,

which is plotted in Figure 4.16 for various Rd and can be derived for high loop gain

(i.e., gm2Zc�1) as:

Zin ' 2

(
Zπ1 + Ze

ro1 + Zc + β1ro1gm2Zc

ro1 + Zc + Zegm2Zc

)
(4.22)

Since the behavior of |Zin(f)| cleaves closely to the model Zin =Rin ‖ Cin (except

near 30 MHz, due to simulation artifacts), the gain-dependent variations of these

parameters, 18.3 GΩ–4.79 GΩ and 4.24–14.1 fF, respectively, are easily extracted

and seen to satisfy the ideal voltmeter operation sought, even for gains beyond the

recommended operating range (scilicet, 28 dB).23. The cumulative amplification of

22This result neglects the influence of the source resistance, which are larger than in most
applications. Strictly speaking, its contribution cannot be directly added in series with Zπ1, since it
also changes the effective gm1. However, since this effective gm1 is still amplified by L(s), the change
to the last term of (4.21) is negligible and such accounting can be employed without materially affect
the pole location.

23Intuition suggests that if the A1 loop succeeds in keeping Ic1,2 and thus Vbe1,2 constant, then
rπ1,2 and Cπ1,2 do not see any change in the voltage across them. This is the basis for the increased
input impedance and results in the latter being obviated such that Cin is actually dominated by
Cµ1,2. But, even these are each less than 10 fF and with Miller multiplication thwarted by A1,
which keeps the collector voltages of Q1 and Q2 nearly constant, yield an effective Cin so small
that practically speaking, the LNA input capacitance is set by the choice of packaging and the
fastidiousness of the board layout, the stray parasitics associated with which may be descried in
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Figure 4.16: Simulated magnitude of LNA input impedance for various gain
settings from 0 dB to 28 dB (beyond range). Despite the gain-dependence as
|Zin| decreases(increases) along with the loop gain as Rd decreases(increases) at
higher(lower) gain settings, its absolute value far exceeds the specifications.

the intrinsic Zπ1 by factors of (1 + gm1Ze) and (1 + gm2Zc) as a result of connecting

in series with the input terminal the emitter degeneration and A1 loops, respectively,

is so great that (4.22) is limited only by the finite Ib required by β1 and hence, at

low gains, approaches the theoretical maximum of Zπ1(1 + gm1ro1) [Gray et al., 2001,

p.200].

4.2.3 Second Stage

The currents folded by the pMOS differential pairs in the first stage of the LNA are

fed to the second stage depicted in Figure 4.17. The distinguishing feature of this

stage is the elimination of feedback amplifier A2 to reduce power consumption, avoid

Figure 4.6.
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common-mode instabilities, and generate a fully differential output.

Incited by the inevitable trade-offs are two complications. First, the amplified

signal across Rl, which can reach 2 VPP (including healthy design margin), must be

faithfully reproduced at a low-impedance output node capable of driving the pnp

AAF inputs.24 As it is a voltage-mode signal, this operation, though it need have

no gain, cannot employ MOSFETs in the signal path. Secondly, in contrast to the

first stage, where A1 provided both differential and common-mode feedback, with

the latter responsible for keeping the collectors of Q1 and Q2 at Vcmi = 1.75 V, the

absence of A2 leaves unclaimed the task of establishing a firm common-mode level

to which the AAF input swing can be pegged. The following sections describe how

the design of the second stage output buffers and load, respectively, compensate for

these deficiencies.

4.2.3.1 Output Buffer

Diode-connecting transistors Q3 and Q4 unequivocally establishes the common-mode

level at their collectors without the need for feedback via A2. In addition, it presents a

high output impedance to currents from the previous stage—approximately, 2(rh3,4 +

1/gm3,4)—inducing them to flow through Rl and Cl, as desired. However, their Vbe-

shift is only constant so long as H3/H4 have infinite output impedance and Q5/Q6

draw no base current. Since neither is strictly true, additional measures are necessary

to prevent nonlinearities from seeping into Vout.

The first technique, the deployment of high-impedance, low-headroom pMOS

current sources to drive Q3/Q4, is taken up in greater detail in Section 4.2.4.2. Here, it

suffices to note that both properties reflect a concern for the linearity specifications.

Since the collectors of Q3/Q4 are biased at a common-mode level of 1.75 V (cf.

Section 4.2.3.2), full-scale signal swing reduces the headroom of H3/H4 down to just

24Unlike A1, which is an OTA, A2 is a voltage buffer that drives the bases of Q3 and Q4 as
well as any output load. The same low output impedance and high slew rate are required of the
modified second stage because, unlike many CMOS designs, which only drive capacitive loads and
can use OTAs exclusively, the SVEPRE AAF described in Chapter 5 uses pnp inputs that present
a decidedly finite, and relatively low, resistive load that must be driven without distortion over the
full-scale output range.
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250 mV. This certainly cannot support a standard cascade stack and threatens to

push the devices into triode, changing the drain current as a function of output signal

size. The challenge of maintaining high output resistance with so little headroom is

tempered by the fact that linearity typically improves with higher bias currents, since

signal fluctuations span a comparatively smaller range. Free of the input bias current

specifications by which Q1/Q2 was constrained, there is no need to minimize the base

currents of Q3/Q4. With higher collector current bias, signal-dependent changes in

IH3,4 are proportionately smaller, which keeps the argument of the hyperbolic tangent

that defines Vbe3,4 small.

To compensate for the residual nonlinearity in the signal at collectors of Q3/Q4,

it is buffered by simple, Class A followers Q5/Q6. Not only does such a driver offer

higher linearity than it push-pull and Class AB counterparts [Lee, 1998, p.246], but

it corrects for Vbe nonlinearities of the Q3/Q4 level shift since it shifts the signal back

down through a complementary Vbe. Mathematically,25 the net offset through the

Q3–Q6 buffer excised in Figure 4.18 is:

Vout − Vin ' nVT

[
ln

(
Ae4Ae5

Ae3Ae6

)
+ ln

(
Wb3Wb6

Wb4Wb5

)
+ ln

(
IH3

IH4

)
+ ln

(
α3α6

α4α5

)
− 2tanh

(
Iout

2Iout

)] (4.23)

The first two terms of (4.23) depend on transistor matching (cf. Section 4.3.1.1);

the third on current source matching (cf. Section 4.2.4.2). The fourth suffers

from non-constant β but only mildly so since: for large absolute βx, αx is largely

independent of bias; and, provided Q3–Q6 are biased near peak β, the quasi-

symmetric character of the curves in Figure 3.6 causes any increases(decreases) of

α3(α4) in the numerator(denominator) to be largely canceled by those of α5(α6) in

the denominator(numerator).

Therefore, the final term of (4.23) is the primary source of nonlinearity in the

25Those familiar with the translinear principle will observe that its application to Figure 4.18
trivially yields (4.23) under the assumption of balanced output currents. However, this alternative
interpretation is reserved for the transconductor described in Section 5.4.2, since the principle is
formally introduced in Section 5.4.2.1.
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Figure 4.18: Output buffer chain extracted from Figure 4.17. For low output swings,
the nonlinear up-shift of Vin through Vbe3,4 is canceled by the down-shift through
Vbe5,6.

output buffers. To minimize it, the bias currents of Q5/Q6 are set much larger than

those than those of Q3/Q4 (160 µA versus 5 µA), subject only to the constraint that

IH3,4�Iout/ (β5,6 + 1), which was used in deriving (4.23). This also lends the LNA a

higher slew rate, which is useful for driving the large loads of the test equipment, up to

a single-ended maximum of 6.4 pF(21 pF) for a 1 V(1.2 V) sinusoid at 4 MHz(1 MHz).

Additionally, since the argument of the hyperbolic tangent is inversely proportional

to the size of the LNA load, the input impedance of the transconductors in the first

stage of the AAF is enhanced to ensure Iout/Iout<103.

4.2.3.2 Load Impedance

The diode-connection of Q3/Q4 accommodates a simple, feed-forward, common-mode

network free of the load-dependent stability concerns and greater power dissipation

that attend a traditional sense-and-return scheme. The common-mode output level

is established by driving the midpoint of Rl with an on-chip voltage regulator (cf.

Section G.2.1). By employing the same voltage regulator to bias other elements of
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the circuit, thereby amortizing its power dissipation, this approach achieves a net

savings over a dedicated CMFB amplifier. Additionally, to the extent that paired

currents sources on the lateral(vertical) halves of the LNA are well matched, the

drive current required at this feed-point is low and its noise is attenuated by the

CMRR. The lone drawback of splitting Rl is the need to match both segments; this

topic is addressed in Section 4.3.1.2.26

4.2.4 Current Sources

Many of the gain expressions in the preceding circuit analysis require that either

the tail (bottom-rail) or head (top-rail) current sources being steered through the

current-mode networks are well-matched between the two halves of the circuit and

possess high output impedance in order to achieve high linearity and low offset. In

addition, the common-mode levels of nodes fed by both tail and head sources depend

on the matching between these two networks to achieve high dynamic range. Thus,

a brief review of these networks and their biasing follows.

4.2.4.1 Tail Current Sources

To improve matching, reduce noise, and increase output resistance [Bilotti and

Mariani , 1975], the tail current sources are resistively degenerated with Vdeg '
100 mV(Vdeg' 50 mV) for the high(low) current branches shown in Figure 4.19(a)(

Figure 4.19(b)) and identified by the moniker of their bias voltage, bcast(bcash).

Apart from minimally intruding on the limited headroom available to the main signal

path, these values are shown to yield the desired level of current matching according to

the simulations of Figure 4.20. Since the noise of these slave branches is differential

mode, the degeneration resistors are implemented with p+ diffusion (RPD), which

offers an order-of-magnitude lower KF. However, their low sheet resistance and

26As depicted in Figure 4.17, Cl is also implemented as two differential halves, but their matching
is less crucial to both the DC bias point and the linearity of the differential gain. Although every
effort is made to reduce their lithographic mismatch through conservative layout techniques (cf.
Section 5.6.1.2), the effects of any phase mismatch above 10 kHz can easily be absorbed into the
front-end transfer function since their capacitance does not vary with dose.
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Figure 4.19: Implementation of LNA tail current sources. Both the (a) high-density
(bcast) branches, with a current density of 8 µA/µm2, and the (b) low-density (bcash)
branches, at 2 µA/µm2, are degenerated and cascoded.
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susceptibility to voltage modulation (cf. Section 4.3.1.2) result in a large layout

penalty.

Construction

Given signal swings of up to 1 V at the nodes they feed, the output resistance of these

sources cannot be increased by a simple cascode. However, a low-voltage cascode

[Razavi , 2001, p.143–145] that ensures at least Vce = 200 mV for both devices, in

conjunction with the degeneration, yields a small-signal output resistance that, in

the case of T1b, is given by:

rT1 ' ro10 [1 + gm10 (1 + gm9R1b) ro9] ' β10ro10 (4.24)

As for the input resistance of (4.22), the last approximation of (4.24) represents the

theoretical limit approached when the effective emitter resistor seen by Q10 is so

large that changes in its base current are the dominant contribution to its output

resistance. For T1b(T1a), which is of the low(high) current variety, (4.24) yields an

approximate output resistance of 26 GΩ(850 MΩ).

To allow this result to hold for output voltages below 500 mV would require that

Q18 and Q20 carry lower current densities, reducing their VBE. However, the allowable

multiplication factor for these devices is constrained by the fact that, through the

success of the A1 loop and output buffers, the nonlinear junction capacitance (Cµ)

of the cascade devices is actually the limiting factor in terms of linearity. To

highlight this, simulated large-signal harmonics for the LNA with Cµ = 0 in all tail

source cascades are compared against the actual performance in Figure 4.21. Thus,

headroom is traded for linearity in SVEPRE-3 by using the minimum allowable m-

factors for the tail current sources.27

27For matching, it is preferred that m> 1. The exception is for the low current network, where
the need to divide down the current in the master branch with minimum area demands unity sizing
of the slaves.
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Figure 4.21: Dependence of LNA linearity on tail current source Cµ for a 100-kHz
input sinusoid at 0.1 VPP. When the condition Cµ=0 is imposed on the NL2d25x5d0
devices that comprise the tail current sources of Figure 4.19, the output harmonics
(in green) is considerably reduced over that of the actual case (in blue), with the 3rd

harmonic exhibiting a minimum improvement of ∼ 4 dB and dropping below -100
dBc.

Biasing

Voltages Vtcas, Vbcast, and Vbcash are generated from the chip master reference voltages

Vtmst and Vbmst (cf. Section 5.6.1.1) by means of the bias network in Figure 4.22. The

low-voltage cascode bias, Vtcas, is provided by means of a novel buffer that derives

the headroom for the bottom rail devices from resistor stack Rmst1–Rmst3.28 With

RdropB sized so that VCE47 tracks that of all the cascode slave devices,29 current

28Despite the differing temperature coefficients for these RPDs and the target npns, this method
suffices for the operation of SVEPRE since the presence of heaters aboard the target satellite systems
alleviates concerns over temperature drift. For applications demanding greater thermal stability,
further analysis is advised.

29Q42 and Q45 count as such slaves, though their VCE is also set by drop resistors Rdrop1 and
Rdrop2, respectively, rather than the VBE of signal path devices. All drop resistors are sized
conservatively, so that ±20% variations in their absolute values do not push Q42, Q45, or Q47
into saturation.
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copying accuracy rests on whether its base voltage can be precisely transmitted to

the slaves in spite of IBRb drops.

To do so, Vtcas is taken not from the base of Q47 but from the base of beta helper

Q48 via emitter follower Q49. By ratioing the sizes of Q49 and Q48 such that the

current densities of these devices are equal, their VBE drops match and Vtcas tracks

the base voltage of Q47 while offering a low impedance to the slave base terminals.

Although equality cannot be perfectly maintained, since IE49 contains base currents

from both the low (IB|low) and high (IB|high) current branches, each of which has a

different current density, it can be approximated by:

IE49 = IB42 + IB45

+ 2IB10 + 2IB14 + 2IB18 + 2IB22 + 2IB26 + 2IB30

+ 2IB34 + IB38 + IB40

= 34.5IB|high + 35IB|low

' 35IB|high

(4.25)

4.2.4.2 Head Current Sources

Just as for the tail currents sources of Figure 4.19, the cascoded pMOS current sources

hanging from the top rail come in both high and low current varieties, depicted in

Figure 4.23(a) and Figure 4.23(b), respectively. Their currents are mirrored from

biasing branches whose npn lower sections are slaves of those in Figure 4.22. Since

both the tail and head currents sources are derived from the same master bias

branches, their currents track one another as the properties of these master devices

vary with dose and processing, improving common-mode offset.

High-Current Branches

Requirements on headroom and output resistance of the high-current mirrors based

on Vbcast, namely M17–M20, are not particularly stringent, since their outputs are tied

to the coupled sources of the M1/M3 and M2/M4 differential pairs; benefiting from
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Figure 4.23: Implementation of head tail current sources. BJT current densities for
the (a) bcast and (b) bcash branches are identical to Figure 4.19, but translate to
0.1 µA/µm2 and 0.035 µA/µm2, respectively, in the cascoded pMOS branches.
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common-mode symmetry, these nodes remain within 750±100 mV of the supply over

the full input range. Thus both the top-rail and cascode devices are allotted more

than 300 mV of headroom, yielding a saturation depth Vds − Vdsat ≥ 150 mV with

enough margin to tolerate ∆Vth given the large areas of M17/M19 described below.

Since their flicker noise current combines directly with that of Rd and Rl in a

differential fashion, these devices are the dominant source of low-frequency noise. If

the cascode devices are assumed noiseless, then for the power of the current generated

in Rd by a 100-Hz MDS at worst-case Gp to surpass that of the total uncertainty

in the folding currents at Vfold+ and Vfold−, the gate lengths of M17 and M19 must

satisfy

L17,19 ≥
√

2K ′FIDR2
d

Coxf |Xmin(f)|2

∣∣∣∣∣
f=100 Hz

= 1.27 µm (4.26)

where the flicker noise term of (3.28) has been employed, using the relationship

that K ′F = 2µpKF.30 To provide margin against the ∼ 2x increases described in

Section 2.1.1.4, to accommodate the antenna noise derived in Section 3.1.3.2, and to

account for the contributions of M18 and M20, L17,19 is set to twice the minimum

value in (4.26). The corresponding width necessary to achieve the 150-mV saturation

depth under these 1/f noise constraints is rather larger—640 µm—as a consequence.

Low-Current Branches

Given the voltage-mode operation of Q1–Q4, the headroom versus noise trade-offs for

the low-current branches of Figure 4.23(b) are the opposite of those for M17–M20. In

particular, as noted in Section 4.2.3.1, H3/H4, which are implemented by M9–M12,

are exposed to the full output voltage swing and, consequently, must provide high

output resistance at low headroom to preserve linearity. With a minimum headroom

of just 300 mV, H3/H4 are implemented as pMOS low-voltage cascades analogous

30K ′F is the flicker coefficient specified in the HSPICE noise model, which uses an alternative
formulation of the 1/f term in (3.28) [Avant! Corporation, 1998, p.15-105]:

i2out =
K ′FI

αF
d

CoxL2

∆f
f εF
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to the npn tail sources in Section 4.2.4.1, but without degeneration. Omitting the

degeneration resistors for headroom necessitates long channel lengths for M9/M11 to

preserve output resistance.31 For L9,11 = 3 µm, the effective output resistance of H3

is approximately,32

rH3 ' r10gm10ro9 ' 250 MΩ (4.27)

which is sufficient to keep the signal-dependent error (i.e., nonlinearity) in the Vbe3

level shift, ∆Vbe3, as derived from (4.14), below the signal level at the full-scale output

swing by

∆Vbe3

max{Vout}
= −nVTln

1 +

Vout+

rH3

Vout

Rl

+ IH3

 ' −108 dB (4.28)

Biasing

Unlike the Rmst stack used to bias low-voltage cascodes in Section 4.2.4.1, the gate

bias for cascode devices M6/M8/M10/M12 is derived from a triode pMOSFET, M13,

to ensure that it tracks ∆Vthp. Such tracking is critical to ensuring that M10 and M12

remain saturated with only 300 mV of total headroom available to H3/H4 since their

threshold voltages increase with dose according to Figure 2.6. Matching its length

(1.5 µm) to that of the devices it should track, M13 is made wide enough to keep both

M9/M11 and M10/M12 50 mV deep into saturation for a full-scale output swing.

4.3 Layout

Careful layout is crucial to achieving both the LNA linearity and radiation specifica-

tions. In terms of the former, first-order differential circuit analysis assumes that the

parameters of paired transistors and resistors on opposing halves of the circuit are

31When compared to the tail npn sources, omitting degeneration is not as devastating to the
output resistance as it might first appear, because the lower gm/Id efficiency of MOSFETs renders
degeneration less effective for the same Vdeg.

32The input resistance of a MOSFET is, at all but quantum current levels, infinite. Without the
equivalent of base current, (4.27) is not subject the same fundamental limitations as (4.24). If chip
area were of no concern, rH3,4 could approach infinity [Gray et al., 2001, p.202].
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identical. In that case, the coefficients of the generalized polynomial representations

of the transfer functions through the positive and negative halves are also identical,

such that:

Vout+ = Gpo +Gp1Vin+ +Gp2V
2

in+ +Gp3V
3

in+ + . . . (4.29a)

Vout− = Gpo +Gp1Vin− +Gp2V
2

in− +Gp3V
3

in− + . . . (4.29b)

For balanced inputs (cf. Footnote 3), the subtraction of these expressions produces

a differential output containing only odd-order terms. Thus, the even-order linearity

in the output relies on the degree to which a pair of devices can be made to resemble

each other. Although this matching is ultimately a function of the manufacturing

tolerances for the chosen process, such limits are only approached through a custom

layout featuring the appropriate techniques.

The radiation tolerance of analog circuits is also known to be a strong function

of their layout [Hughes and Benedetto, 2003, p.510]. Fortuitously, the same layout

techniques sedulously applied to reduce device mismatch in differential systems, such

as spatial locality, common-centroid arrays, and dummy devices [Hastings , 2006,

p.523–528], also prove effective in regulating the severity of both TDEs and SEEs.

This convergence stems from uncertainties in device behavior that are fundamental

to both manufacturing and radiation environments. In both cases, deterministic

but microscopic (and in some cases quantum mechanical) physical interactions favor

similar stochastic descriptions of the macroscopic quantities of interest.

Section 4.3.1 and Section 4.3.2 demonstrate methods for reducing the variance

of distributions describing device mismatch and the likelihood of radiation-induced

damage, respectively.

4.3.1 Matching

Mismatch between the dimensions(doping) of a pair of devices result from the

tolerances of the lithography(diffusion or implantation) used to define their lateral

dimensions(bulk profile) [Hastings , 2006, p.511-521]. The goal of layout techniques
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that improve matching is to enhance the uniformity of these processes across an

array of two or more effective devices by establishing isotropic conditions for their

execution. Although the importance of these two classes of manufacturing steps varies

across device types and parameters, in general transistors(resistors) are more sensitive

to doping(etching) variability, so this emphasis is reflected in the summaries below.

4.3.1.1 Transistors

Primary sources of transistor mismatch are often divided into two classes: those

whose variations occurs on spatial scales smaller than the transistor dimensions,

including distributions in the concentrations of bulk dopants (be they introduced

through ion implantation on diffusion), fluctuations of mobility, and processing-

induced Vot [Pelgrom et al., 1989, p.1434]; and those which exhibit long-range

correlation distances, such as die stresses that govern bulk resistivity, temperature

fluctuations due to localized heating, and variations in oxide thickness [Hastings ,

2006, p.521–523]. It has been shown that each class contributes a term to the following

general description of the variance of a transistor parameter, ∆P between a pair of

nominally identical devices of width W , length L, and center-to-center spacing ∆d

[Pelgrom et al., 1989, p.1434]:

σ2{∆P} =
k2

1P

WL
+ k2

2P(∆d)2 (4.30)

The first term of (4.30), incorporating empirical fitting parameter k2
1p, indicates that

∆P is reduced for larger devices, over which the local fluctuations tend to cancel

and relative to whose dimensions the absolute tolerances of etching and implantation

are less significant. The term proportional to k2
2p captures the reduced statistical

fluctuation for pairs of devices whose centers are in close proximity, since this

condition limits the impact of long-range nonuniformities.

As particular example, consider the manifestation of (4.30) in the following

expressions for threshold voltage mismatch (∆Vth) and transconductance mismatch

(∆gm) of a pair of MOSFETs, which has been shown to hold quite well experimentally
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[Lakshmikumar et al., 1986; Pelgrom et al., 1989, p.1061, p.1435]:

σ2{∆Vtho} =
k2

1Vtho

WL
+ k2

2Vtho(∆d)2 (4.31a)

σ2{∆gmo}
g2

mo

=
k2

1gmo

WL
+ k2

2gmo(∆d)2 (4.31b)

These expressions confirm that in order to reduce the variance of the absolute(percent)

difference the Vth(gm) of a MOSFET pair, they should be built as large and as close

together as possible. The former is constrained by the circuit design requirements,33

but the latter can be addressed through layout techniques that drive the effective ∆d

to zero.

Basic Common-Centroid Arrays

Over the spatial scales occupied by device pairs of reasonable size, the most commonly

encountered nonuniformities with long-range correlation can be modeled as linear

gradients [Hastings , 2006, p.523].34 A standard technique for minimizing the effects of

these gradients on device matching is the use of a common-centroid array [Hastings ,

2006, p. 277-281]. Consider two devices, A and B, each divided into N sub-units

that are connected in parallel. For even N , the simple (N = 2) two-dimensional

examples in Figure 4.24(a) demonstrate how distributing the sub-units such that the

A and B constellations share a common geometric centroid can completely cancel

one- or two-dimensional linear doping gradients. For every A-unit at one end of the

gradient, whose properties are skewed to that extreme, there is a complementary unit

33The requirements of a given design also dictate which of (4.31a) or (4.31b) is more critical to
performance. A differential pair at the input of an amplifier is most sensitive to ∆VGS-mismatch,
so clearly (4.31a) is crucial because ∆Vth contributes directly to VGS in all cases. But, in addition,
a large ∆gm contributes non-trivial error to VGS when reflecting (even perfectly matched) drain
bias currents to the input. So, when pursing voltage-matching, bias conditions that favor large
gm, including low overdrive for a given current, can mitigate the effect of errors from (4.31b).
On the other hand, in current mirrors where ID-mismatch is paramount, the impact of (4.31b) is
unadulterated, but that of (4.31a) can be attenuated by using large enough overdrive that, relative
to VGS, ∆Vth is insignificant [Hastings, 2006, p.512].

34Even those effects whose gradients are nonlinear can often be treated as linear over such short
distances and benefit from the same layout techniques [Hastings, 2006, p.523].
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opposite it (through the centroid) that is affected inversely. When their properties

are averaged, all such units form a description of the composite A device that maps to

the arrangement’s center-of-mass. Since this coincides with the centroid of B, ∆d→0

and the effects of the gradient on the two devices become indistinguishable.

To maximize its effectiveness, the common-centroid array should not only seek to

minimize the systematic ∆d between the centroids of A and B, but obey the following

rules [Hastings , 2006, p.525]:

• The spacing between units should be minimized, keeping the array as compact

as possible so that nonlinear gradients appear roughly linear and the residual

error from this approximation (which depends on powers of ∆d) is kept small.

• The array should be symmetric both dimensions, with symmetry in the second

dimension resulting ideally from the construction of a 2-D array but, barring

that, from the inherent symmetry of the unit device construction.

• The orientations of the units should be mirrored about the axes of symmetry

to preserve chirality, which influences the profiles of tilted implants [Plummer

et al., 2000, p.458].

• The degree of dispersion should be as high as possible (e.g., ABABBABA is

preferable to AABBBBAA), as this higher dispersion is more effective for any

nonlinear components of the gradient.

According to these stipulations, of the 2-D examples in Figure 4.24(b), the arrange-

ment on the right side is preferred and, thus, adopted for transistor arrays throughout

SVEPRE.

In particular, all matched devices in the LNA are laid out according to these

conventions, with an especially involved example illustrated by the low-current,

degenerated npn tail current sources in Figure 4.25. In exchange for the gradient

immunity conferred, the common-centroid configuration increases wiring complexity

[Hastings , 2006, p.527], especially when, as in this case, the symmetry of the latter

is also maintained. Using higher metal layers to accomplish symmetric wiring of a

common-centroid array incurs the large parasitic resistance of the interlayer vias.



250 CHAPTER 4. LNA DESIGN

BA

AB

XY Gradient

A + A = 0 + 0 = 0

B + B = -2 + 2 = 0

 +
1

 —
1

 +10 —1

BA

AB

X Gradient

 +10 —1

A + A = -1 + 1 = 0

B + B = -1 + 1 = 0

BA

AB

Y Gradient

A + A = -1 + 1 = 0

B + B = -1 + 1 = 0

 +
1

0
 —

1

(a) Effect of linear gradients.

B B AA

B B AA

A A BB

A A BB

B B AA

B A BA

A B AB

B A BA

A B AB

1-D Layout

2-D Layouts

(b) Layout examples.

Figure 4.24: Principles and layouts of common-centroid arrays. Manufacturing
variations in device properties that obey (a) linear gradients (represented by
incremental scalar values −1, 0, +1) can be canceled between pairs whose sub-units
are (b) laid out with a common centroid.
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npn 
common-
centroid 

array

Diffused 
resistor 

common-
centroid 

array

Wiring 
channels

Figure 4.25: Example of npn and resistor common-centroid layouts evidencing the
area penalty associated with: the common-centroid arrays themselves; the channels
for symmetric wiring (in red); and the substrate-tap rings enclosing each array (cf.
Section 4.3.2.1).
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In the case of these current mirrors, where base current drops are a primary source

of inaccuracy, via resistance reduces the currents of the slaves relative to the masters,

even when symmetry preserves matching between the slaves, introducing common-

mode offsets. To combat this effect, multiple vias are deployed, particularly on lines

carrying sensitive bias voltages, at the cost of increased die area. The resultant

structure of Figure 4.25 is representative of the area penalty and wiring symmetry

imposed on common-centroid arrays throughout the remaining LNA layout.

4.3.1.2 Resistors

The patterning of resistors incurs irregularities that pertain to both their periphery

and area [Hastings , 2006, p.257]. As for transistors, these can be captured by an

expression akin to (4.30), in which their effect on sheet resistance is independent of

segment length such that the variance relative to the nominal resistance Ro is

σ2{∆Ro}
R2

o

=
k2

1R

W 2R3
o

+ k2
2R(∆d)2 (4.32)

under the assumption of equal width [Hastings , 2006, p.259]. The second term

of (4.32) again benefits from the common-centroid techniques introduced in Sec-

tion 4.3.1.1. However, the geometric term, pertaining to local-scale effects, is highly

sensitive to the resistor construction.

Polysilicon Resistors: When high resistance is paramount and the noise contri-

butions are common-mode, as is the case for the drop resistors of Figure 4.22, the

LNA layout conserves area through the use of unsalicided polysilicon (poly) resistors,

as exemplified in Figure 4.26. Matching of poly resistors is highly dependent on edge

effects associated with lithographic resolution and the sensitivity of etch rates to the

density of the surrounding poly. To preserve identical densities along the perimeters

of all the segments, grounded dummy segments are placed at ends of this, and all,

poly resistor arrays in the LNA layout. Using widths greater than the lithographic

minimum at the expense of greater area reduces the dependence on diffraction.

Additionally, the high sheet resistance of the Rdrop resistors renders them
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Figure 4.26: Example layout of polysilicon resistor array evidencing the use of:
dummy segments at top and bottom of the array to preserve etch rates; Metal 1 split
field-plates (in blue) atop all segments; non-minimum widths to minimize impact of
diffractive lithographic effects; and concentric guard and substrate-tap rings of SEL
prevention (cf. Section 4.3.2.1).

vulnerable to electrostatic fields generated by overhead traces and trapped oxide

charges. Capacitive coupling of the former can modulate the conductivity of the

resistive layer by attracting(repelling) carriers to(from) its surface, whereas the latter

lead to long-term drifts in value due to charge spreading and dielectric polarization

[Hastings , 2006, p.292–293]. To minimize these effects, signals are not routed over

such resistor arrays unless absolutely necessary. When this is unfeasible, a split field-

plate above each segment shields it from conductivity modulation and the noise of

the overhead traces [Hastings , 2006, p.294].35 The cleaving of the plate balances

any voltage nonlinearities that would otherwise be induced along its length, since

the conductivity modulation and dielectric polarization governed by the plate electric

field on one half of the segment are opposed on the other half [Victory et al., 1998,

p.1453].

Diffused Resistors: For the diffused resistors used extensively in the core of the

LNA on account of their low KF, the geometric component of mismatch suffers from

35The grounded n-type well beneath the segments provides complementary isolation below,
shielding them from capacitively coupled substrate noise.
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p-substrate

p+ p+

n-well

p—Wlow Whigh

RdiffDepletion 
region

Figure 4.27: Illustration of voltage modulation for p-type diffused resistor. The larger
reverse bias of the diffusion-tank junction under Vhigh increases its penetration into
the p-type diffusion, constricting the path for current flow. After [Hastings , 2006,
p.195].

voltage modulation of the tank in which the resistor resides [Hastings , 2006, p.195].

As depicted in Figure 4.27, the depletion region between the resistor and tank at the

high-voltage terminal is wider than that at the low-voltage terminal, pinching it at

the former end (videlicet, Whigh<Wlow) and increasing its net resistance, Rdiff .

To combat this effect, the voltage drops across corresponding segments of matched

diffusion resistors must be identical and should be minimized relative to their tanks.

This is accomplished through the layout example of R1 and R2 in Figure 4.28. By

placing each segment in its own tank which is tied off to the positive end of that

resistor, the diffusion-to-tank voltage is zero at the positive end, and never exceeds

the fraction of Vdeg dropped across the segment (Vdeg/4 in this case).

4.3.2 Radiation Tolerance

The device-level TDEs resulting from the physical mechanisms described in Sec-

tion C.2 and Section C.3 are primarily a function of MOS and BJT construction,

particular their Si and SiO2 quality, which are beyond the control of the layout

designer. However, the spatial proximity recommended for precise matching also

reaps rewards in the context of total-dose irradiation. By increasing the similarity

of the dose environments of matched pairs, it couples their degradation profiles and

limits radiation-induced increases in harmonic distortion.
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Positive ends (n-tank taps) Negtive ends (no taps)

R1

R1

R2

R2

R0

Figure 4.28: Example layout of diffused resistor array consisting of resistors R1 and
R2 which are multiples of and matched to R0 (center segment). On the left, the
positive end of each resistor segment is tied to the n-type tank beneath it (gray
outline) to prevent voltage modulation.

In contrast, since SEEs, in particular ASETs, manifest at the level of circuit

operation, the designer has the opportunity to enhance tolerance of these phenomena

through a layout that is aware of the most sensitive devices and upset mechanisms.

Thus, the LNA layout incorporates techniques aimed at reducing its sensitivity to

both SEL and ASETs.

4.3.2.1 SEL Prevention

As described in Section 2.2.1, SEL can be interpreted as the action of a positive

feedback loop comprised of two parasitic, complementary BJTs. Of the conditions

that prevent this structure from leaving the blocking state, the most fundamental is

keeping its loop gain below unity, as expressed in (2.20). The two generally accepted

layout precautions aimed at shrinking α′n and α′p can be intuited from (2.22): reducing

the numerators by spoiling the gains of parasitics BJTs, namely αn and αp defined in

(2.21); and increasing the denominators by scaling down emitter shunt resistors Rwell

and Rsub. Both are addressed by the LNA layout practices exemplified in Figure 4.29

for the case of input pair Q1/Q2.



256 CHAPTER 4. LNA DESIGN

P
-t

y
p
e 

su
b
st

ra
te

-t
a
p
 

g
u
a
rd

 r
in

g

N
-t

y
p
e 

m
in

o
ri

ty
-c

a
rr

ie
r 

g
u
a
rd

 r
in

g

D
u
m

m
y
 d

ev
ic

es
 

fo
r 

st
ra

y
 f
ie

ld
 

te
rm

in
a
ti
o
n

S
E

T
-t

o
le

ra
n
t 

co
m

m
o
n
-c

en
tr

o
id

 
ar

ra
y
 

F
ig

u
re

4.
29

:
E

x
am

p
le

s
of

R
H

B
D

la
yo

u
t

te
ch

n
iq

u
es

ap
p
li
ed

to
Q

1/
Q

2.
B

ot
h

ri
n
gs

d
es

cr
ib

ed
in

S
ec

ti
on

4.
3.

2.
1

an
d

th
e

S
E

T
-t

ol
er

an
t

ar
ra

y
or

d
er

in
g

of
S
ec

ti
on

4.
3.

2.
2

ar
e

id
en

ti
fi
ed

.



4.3. LAYOUT 257

Guard rings: Gain spoiling is the preferred method of SEL hardening, since

the rudiments of latchup lie in the action of minority carriers. Enhancing their

recombination rate or siphoning them away from the collectors of the thyristor

structure renders the loop gain insufficient to activate both BJTs, even if Rsub

and Rwell are infinitely large. Furthermore, even when the condition of (2.20) is

satisfied, the injection of undesired minority-carriers can still lead to SETs or more

serious circuit malfunctions should they be collected by sensitive nodes [Hastings ,

2006, p.171]. Thus, the first line of SEL defense in the LNA layout is the inclusion

of minority-carrier guard rings around all sensitive device arrays.

A minority-carrier guard ring consists of a wide depletion region interposed

between the suspected emitter and all neighboring collectors with latchup potential.

Its goal is to sweep all the unwanted carriers out to the supply before they can initiate

the bipolar action at the heart of the feedback loop, thereby slashing α. To enhance

its collection efficiency, the guard ring—or, more specifically, the collecting depletion

region—should be as deep and wide as possible and its connection to the appropriate

supply low-resistance.

In light of these requirements the innermost ring of Figure 4.29, an annular n-well

lined with n+ contacts to the +2.5 V supply and a continuous metalization strip,

serves as an effective collector for minority electrons injected into the substrate near

Q1/Q2. The CMOS n-well layer is preferred over the source/drain diffusion layers,

since its depth captures a greater fraction of the lateral current flow, whereas the

width of ∼ 1 µm, being several times the minimum, provides a broader surface for

collecting those carriers which attempt to pass along the bottom of the depletion

region. Additionally, lateral dispersion limits diffusion depth for minimum feature

sizes, so a ring 2–3 times the minimum width affords the maximum possible junction

depth [Hastings , 2006, p.173].

Substrate-tap rings: The minority-carrier guard ring is nested within a second

enclosure designed to minimize the sheet resistances between the well(substrate) and

the supply(ground) [Troutman, 1986, p.165–172]. This p+ path need only be of

minimum width, as it is concerned with supplying the majority carriers necessary
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to facilitate recombination in the base of the lateral npn and preventing substrate

debiasing. The substrate-tap ring circumscribes the minority-carrier guard ring,36

rather than the other way around, because the later is responsible for reducing τn,

so its efficacy is more pronounced when it is proximal to the edge of the sensitive

junction(s).

Although not conferring absolute immunity to SEL at arbitrary LET, as no

guard ring(substrate-tap ring) can offer 100% collection efficiency(0-Ω resistance),

these nested rings inhibit the thyristor feedback loop by reducing the transistor

gains(parasitic resistances) by several orders of magnitude [Troutman, 1986, p.167].

Thus, despite the attendant area penalty [Baumeister , 2003, p.40], they are liberally

deployed through the LNA layout, with at least one encircling each homogenous

array of either MOSFETs or BJTs, and with the most sensitive devices—those that

are connected to the pad frame, experience the full input voltage, or operate at high

bias currents—circumscribed by both.

4.3.2.2 ASET Suppression

Given the low MDS to which it must respond and without a priori knowledge of Qcrit

for the design presented in this chapter, it is conservatively assumed that the desired

operation of the LNA requires Qcrit = 0; that is, any charge collected at a node is

sufficient to generate an ASET. Under such circumstances, it can be inferred from

Section 2.2 that a layout which diligently tailors the electric fields of the junctions that

play a prominent role in charge collection via drift, funneling, and, particularly, the ion

shunt effect, exhibits a lower upset rate and σsat. Augmenting the common-centroid

principles of Section 4.3.1.1 with one additional rule, the LNA layout demonstrates

a means of rejecting ASETs by increasing the likelihood that the they appear as

36The intricacies of guard ring design and operation are unknown to many circuit designers. As
such, it is common for an annular substrate connection to be dubbed a guard ring. The ambiguity
of this designation can lead to the application of incorrect design criteria—for example, wasting area
on substrate-tap ring that is many times the minimum width. Thus, rather than the terms minority-
carrier guard ring and majority-carrier guard ring employed by Troutman [1986], this section opts
for the distinctions of minority-carrier guard ring (or, simply, guard ring if not fully qualified) and
substrate-tap ring.
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common-mode disturbances.

Consider the two-dimensional common-centroid layouts of a representative pMOS

differential pair (Ma/Mb) in Figure 4.30. Although all variations cancel the effects

of an arbitrary one- or two-dimensional gradient, the choice of terminal orientation

affects the polarity of the transients induced by the deposited charge. In the situation

depicted, a hypothetical strike occurs at the center of each array (location Y), when

the signal being processed by the differential pair is driving the drain of Ma(Mb)

high(low). The field lines of Configuration #1 tend to funnel the negative(positive)

charge from the central track toward Ma(Mb). The resulting output transients on the

two halves of the circuit are of opposite polarity and, consequently, not differentially

canceled. Configuration #2 is somewhat better, with fields of half the strength, while

Configuration #3 is optimal, since there is no preferred drift direction.

Repeating this analysis at locations X and Z reveals that, in terms of the expected

value of the transients resulting from a randomly located strike, the configurations

are ranked in ascending order of preferences as #1, #3, #2. However, since the

upset rate is independent of Qcol, given the high dynamic range, Configuration #1 is

preferable because its field structure only induces differential ASETs in one-third of

the cases.

Thus, to minimize the ASET probability (read rate), the LNA adopts such

terminal orientations, where possible, to produce SET-tolerant common-centroid

arrays in which free charge does not preferentially drift toward one half of the

circuit. Note that the presence of the neighboring dummies Mc–Mf at fixed (here,

ground) potential is a prerequisite for this and similar arguments concerning uniform

field terminations, so they are also deployed liberally. Once again, the penalty for

localization of the signal-dependent electric fields is one of chip area.
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Figure 4.30: Possible common centroid arrays, including SET-tolerant configuration.
For Configuration #1—the SET-tolerant variation—only strikes at node Y induce
differential transients.



Chapter 5

AAF Design

The AAF is foremost charged with producing a spectrum in which the fraction of

the LNA output in the bandwidth of interest, known as its passband, is faithfully

replicated, while any undesirable interferers that could be irrevocably aliased into

and thereby corrupt the passband during the sampling operation of the ADC are

simultaneously purged from the region known as the stopband. To maximize the

usable bandwidth of the receiver, the interval between the adjacent edge frequencies

of the passband (ωp) and stopband (ωr), known as the transition band, would ideally

be infinitesimal, as depicted in Figure 5.1(a) for the attenuation characteristic of a

brick-wall low-pass filter with transfer function T (ω) and cut-off frequency ωc. Any

actual filter possesses a finite attenuation rate, characterized by the slope, or roll-off

rate, of its magnitude response in the transition band,

rα(ω) =
d |T (ω)|
dω

, for ωp ≤ ω ≤ ωr (5.1)

which is usually expressed in dB/dec in accordance with logarithmic scale of

Figure 5.1(b).

The frequencies that define the edges of the transition band map to corresponding

limits on the maximum passband attenuation, Amax, and minimum stopband

261
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Figure 5.1: Ideal and actual low-pass filter specifications. Traditionally, the filter
attenuation A(ω), which is the inverse of its transfer function T (ω), is the specified
quantity. After [Sedra and Brackett , 1978, p.81].

attenuation, Amin formally defined (in dB) as:1

Amax = −20log10(|T (ωp)|) (5.2a)

Amin = −20log10(|T (ωr)|) (5.2b)

In order to minimize the discrepancy between the cases of Figure 5.1, the AAF roll-

off rate is designed such that in a worst-case scenario, consisting of a full-scale but

unwanted signal just outside the passband, the aliased interferer lies beneath the

resolution of the amplitude quantization to follow. For an N -bit ADC sampling at

ωs, this conservative approach dictates that ωr be defined by

Amax − Amin = 20log10

(
2−N

)
(5.3)

or, in the case of a unity-gain passband, Amin =20log10

(
2N
)
.

Applied to the simplified depiction of Figure 5.2, in which aliasing causes the

1By convention, attenuation denoted by Ax is a positive quantity in decibels.
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Amax
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|Ts(ω)|

ω
ωp ωrωc

Alias-free passband

ωs

Sampling aliasAAF spectrum

Figure 5.2: AAF roll-off necessary to avoid spectral aliasing in the sampled AAF
transfer function. For this limiting case, the condition ensuring that aliases of
full-scale interferers at or above ωr are suppressed below Amax can be obtained by
inspection: ωs =ωp + ωr.

baseband AAF output (in blue) to be replicated as spectral islands (in red) at integer

multiples of ωs when the former is sampled to produced Ts(ω), (5.3) dictates that a

full-scale interferer in tail of the aliased island below ωp is confined to the ADC noise

for any ωs ≥ ωp + ωr. However, the choice of the equality in this expression yields

the minimum ωs, thereby easing the requirements on the ADC at the expense of the

logarithmic roll-off rate, then given by

rα(ω) =
|T (ωr)|
ωr

ωp

|T (ωp)| =
20log10

(
2−N

)
log10(2Ms − 1)

(5.4)

where Ms =ωs/2ωp is the ADC oversampling ratio.

For a 16-bit ADC,2 the numerator of (5.4) demands better than 96-dB attenuation

2The ADC of [Wang , 2009] has an effective-number-of-bits (ENOB) below 12, but satisfies the
same 90-dB SFDR specification as SVEPRE. Thus, by the spectral arguments of Section 3.1.2.1,
the attenuation of a coherent tone must exceed 90-dB for it to be suppressed beneath the largest
distortion product in the spectrum. Choosing a minimum stopband attenuation of 96 dB ensures
compatibility with true high-resolution ADCs whose SFDR is comparable to their SNR—a class
that includes several rad-hard alternatives ranging from 14-bit (92-dB SFDR) [Analog Devices, Inc.,
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at ωr and, in the target receiver of Figure 1.22, where the maximum sampling

frequency of the chosen ADC is fixed at 5 MS/s, the oversampling ratio at the

maximum AAF bandwidth (fp = 1.08 MHz) is just ∼ 2.3. Thus, to attenuate the

maximum expected interfere below 16-bit resolution while requiring minimum speed

from the ADC, the AAF must achieve an aggressive rα of ∼−50 dB/octave.

Although it is challenging, many of the archetypal filter classes can realize such

aggressive anti-aliasing. In terms of power and linearity, passive filters are an

attractive choice. But, though prominent in terrestrial receivers, at VLF frequencies

these are too large to be practically integrated, as they require inductors on the

order of millihenries. Increasing in popularity with the ascension of high-speed MOS

technologies, switched capacitor (SC) filters [Gregorian and Temes , 1986; Moschytz ,

1984] are much more amenable to monolithic realizations. Although their reliance on

MOS switches presents no noise penalties, since flicker noise only afflicts MOSFETs

carrying DC current [Gray et al., 2001, p.753], the linearity of a triode-region

MOSFET is not sufficient over the full input range (1 VPP). Remedying this distortion

by bootstrapping the switch VGS can yield excellent SFDR in ADC track-and-hold

stages [Abo and Gray , 1999], but such schemes are too power hungry to be practical

when applied to every switch in a high-order filter. Furthermore, to achieve 90-dB

dynamic range with minimal pre-filtering,3 a SC filter requires a low-jitter clock at a

frequency of at least 100fp [Azuma et al., 2002]. Such high-precision, high-frequency

oscillators that are also radiation-hardened are extraordinarily expensive, if they can

be found at all.4

Thus, the SVEPRE AAF is constructed as an active, integrated, continuous-

time (ICT) filter. Although such filters typically overcome manufacturing tolerances

AD6644] to 16-bit (93-dB SFDR) [Linear Technology, LT1761] converters.
3In addition to a more sophisticated and less SEE-tolerant layout, a SC AAF, being a sampled-

data circuit, needs its own anti-aliasing filter.
4An on-chip oscillator alleviates the procurement problem, but for timing and noise compatibility

at the system level, must support synchronization with a master reference clock provided by the
instrument or spacecraft. Thus, the cost and availability constraints are either pushed up the system
hierarchy, or a divider and phase-locked loop must be integrated into the front-end ASIC. Although
these additional elements, whose discrete circuitry is more susceptible to SEEs, can be hardened by
design, the net increase in complexity and power dissipation may offset any benefit to integrating
the front-end at all.



5.1. FILTER ARCHITECTURE 265

by means of expensive laser trimming to accurately set the cut-off frequency

[Abdelmoneum et al., 2004; Langford et al., 1998] and digital linearity calibration

for high fidelity [Durham et al., 1992; Wunderlich et al., 1999], the ICT discussed in

this chapter is both field-trimmable and requires no external linearity calibration.

In an attempt to represent the interwoven threads of circuit design by a linear

yarn, these and other of the AAF features are presented top-down: Section 5.1

employs the theory of Appendix F to provide a mathematical specification of the

filter response and general block diagram; Section 5.2 through Section 5.4 descend

into the hierarchical architecture, ultimately arriving at the most unique building

block—the transconductor; Section 5.5 explores the transistor-level implementation

of the novel, programmable transconductor, emphasizing those elements crucial to

the performance goals of Table 3.2; finally, the layout techniques used to improve

the matching and radiation susceptibility of the SVEPRE-3 AAF are enumerated in

Section 5.6.

5.1 Filter Architecture

As opposed to the two-stage LNA architecture (cf. Section 4.1), whose flatness

exemplifies the axiom that LNA operation is predicated on the careful configuration

of only a small nucleus of transistors, the increased complexity and part count of

the AAF are managed via several levels of hierarchy. The architecture of each tier

strives to not only achieve the aforementioned dual aims of the AAF—a distortion-

free passband and a steep roll-off rate—but to preserve these characteristics over the

range of operating conditions associated with device mismatch (cf. Section 4.3.1),

radiation effects (cf. Chapter 2), and bandwidth programming (cf. Section 3.1.1.2).

This section begins with the overall architecture of the AAF, prefacing subse-

quent descriptions of its biquadratic stages, active integrators and, finally, tunable

transconductors. Establishing the architecture of the AAF begins with selecting the

filter approximation—here, Type I Chebyshev—and deriving a mathematical model

of the ideal filter of lowest order that achieves the desired rα at the nominal ωp of

Mode B (180 kHz). Denoted ωpb, this frequency serve as the passband edge for the
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general descriptions of the filter in the remainder of this chapter, as the Mode A(Mode

C) cut-off, ωpa(ωpc), is obtained simply by scaling down(up) the poles/zero locations

of the middle mode by a factor of six. Through choice of a sufficiently flexible filter

architecture, the mapping of the ideal approximation into stages of hardware is, to

within the component value scaling, identical for all modes.

5.1.1 Filter Approximation

From the set of available options in Section F.1.3, the SVEPRE-3 AAF adopts the

Type I Chebyshev approximation, further described in Section 5.1.2, for two key

reasons. First, although the accurate measurement of the delay between events is

fundamental to the scientific data analysis, linear phase in the passband is not strictly

necessary. Rather, it has been shown that the group delay need only vary smoothly

over the passband [Hashimoto et al., 1997, p.281]. Thus, in the trade-off between

passband phase and roll-off rate, the latter is substantially more important because

nonlinear phase in the passband can be corrected in post-processing through the

acquisition of a de-embedding data set during periodic instrument characterization;

aliasing cannot be undone. The primacy of rα, outlined at the start of the Chapter,

demotes those approximations with the good phase response but poor rα, namely the

Butterworth and Bessel designs.

Secondly, since the flatness of both delay and gain in the passband are routinely

compensated through instrument calibration, the use of transmission zeros
(
zT

i

)
to

obtain a flat passband at the cost of limited high-frequency attenuation, as in the

Type II Chebyshev and Cauer approximations, is unnecessary. Rather than ensure

deep (theoretically, infinitely attenuating) nulls at the N loss poles
(
pK

i

)
of the

Type II Chebyshev and Cauer Kn(s), but allow the attenuation in the remainder

of the stopband, including ω>ωT
zN, to approach Amin—and likely exceed it, since the

locations of the loss poles cannot be infinitely precise in any practical realization—the

SVEPRE AAF opts for the monotonic (and theoretically unbounded) attenuation

of the Type I Chebyshev approximation. In fact, since there potentially exist a

large number of interferers above the VLF bandwidth of interest, the monotonic and
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unbounded roll-off of an all-pole approximation best embodies the conservative anti-

aliasing philosophy of the target receiver which, through its high rα and Amin, aims

to attenuate the strongest of these to levels below 16-bit resolution.

5.1.2 Ideal Response

For a given ADC resolution,5 Amin is defined in terms of Amax by (5.3), and ωr is

defined in terms of Amin by (5.2b). Thus, the free parameter in the AAF design is

Amax or, alternatively, the ripple parameter ε since, according to Section F.1.3.2

Amax = 10log10

(
1 + ε2

)
(5.5)

Recall that passband flatness is less critical here than in many applications, so more

than the commonly cited 0.1–0.5 dB of ripple for video applications in the same

bandwidth [Willingham et al., 1993, p.1234] can be tolerated. But, to specify the

exact value of ε for the Type I Chebyshev, it is necessary to appreciate its dependence

on the filter order by revisiting the definition of Amin from (5.2b) and substituting

(F.3), (F.13), (F.14), and (F.24) such that:

Amin − 20log10(CN(ω̃r)) ' 20log10(ε) (5.6)

where it is assumed that ε2CN(ω̃r)�1. Iterative simulations of (5.6) over N confirm

that ε ' 0.56 is the minimum ripple for which a 6th-order Type I Chebyshev can

provide the desired rα. Since a preliminary estimate of the required capacitor sizes

for ωpb limits a reasonable implementation to N≤6 (cf. Section 5.6.1.2), this ε is used

in (5.5) to arrive at an Amax of 1.2 dB, a compromise that minimizes the filter order

for reasonable ripple.

A Bode plot of the ideal 6th-order Type I Chebyshev with 1.2-dB ripple is provided

in Figure 5.3. Its panels emphasize the unbounded stopband attenuation of the all-

pole design, the oscillations of C6(ω̃) between 0 and (1 + ε2)
−1

= 0.76 near ωpb, and

5Or, as explained in Footnote 2, an effective resolution equal to the SFDR for coherent interferers,
as is provided by the ADC of the target receiver.
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Figure 5.3: Bode response of ideal AAF design for Mode B. Top panel: Complete
magnitude response. Middle panel: Zoom of passband magnitude highlighting ripple
near fpb. Bottom panel: Passband phase on linear scale evidencing deviations near
fpb. Responses for other modes are simply scaled accordingly.
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Mode H(s) Coefficientsa Poles Properties

Stage 1

a b uK
1,2 or pT

1,2 fo1 Qo1

[rad] [rad2] [kHz] [kHz]

A 8.18×104 4.17×109 −6.51± j7.96 10.3 0.790
B 4.91×105 1.50×1011 −39.1± j47.7 61.7 0.790
C 2.95×106 5.41×1012 −234± j286 370 0.790

Stage 2

c d uK
3,4 or pT

3,4 fo2 Qo2

[rad] [rad2] [kHz] [kHz]

A 5.99×104 1.96×1010 −4.77± j21.7 22.3 2.33
B 3.59×105 7.04×1011 −28.6± j130 134 2.33
C 2.16×106 2.53×1013 −172± j783 801 2.33

Stage 3

e f uK
5,6 or pT

5,6 fo3 Qo3

[rad] [rad2] [kHz] [kHz]

A 2.19×104 3.49×1010 −1.75± j29.7 29.8 8.53
B 1.32×105 1.26×1012 −10.5± j178 179 8.53
C 7.89×105 4.53×1013 −62.8± j1069 1071 8.53

a According to definition in (5.7).

Table 5.1: Pole locations for stages of 6th-order Type I Chebyshev
low-pass AAF in each mode.

the smooth phase response through the passband, whose deviation from linearity is

primarily confined to f > 100 kHz. Using (F.24) with N = 6 in (F.13), the overall

T (s) can be derived as:

T (s) =
To

(s2 + as+ b) (s2 + cs+ d) (s2 + es+ f)
(5.7)

where T−1
o is the monic normalizing constant for H(s), whose positive, real coefficients

a–e and corresponding roots of negative unity
(
uK

i

)
are summarized in Table 5.1.

Plotting the latter on the complex plane as in Figure 5.4 reveals that the major axis
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Figure 5.4: Pole/zero plot of ideal AAF design for Mode B. The absence of zeros
and orientation of the major axis are characteristic of the Type I Chebyshev low-pass
filter described by (F.24). Responses for other modes are simply scaled accordingly.

of the ellipse in (F.26) is parallel to the imaginary axis, so the pole Q factors of this

design are relatively high,6 especially for the innermost pair (∼ 8.5). In Section 5.2

and Section 5.3, it is demonstrated that these high-Q poles dictate the possible stage

architectures and constrain the performance of their integrators.

5.1.3 Cascade Topology

The cascade architecture of the AAF shown in Figure 5.5 realizes the poles of (5.7)

by grouping them into three biquadratic stages. As opposed to popular doubly-

terminated ladder networks,7 whose interconnectivity spreads the responsibility for

6This orientation of the ellipse is characteristic of the Type I Chebyshev. The pole constellation of
the Type II variant is rotated by 90◦ due to the reciprocal relationship of (F.27). Thus, a heretofore
neglected advantage of the latter implementation is poles of lower Q.

7Although spawned from the passive LC networks of the same arrangement, ladder networks
are designed with active components that simulate the required inductance to facilitate on-chip
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ωT
pi-determination amongst all its components and thereby achieves a power gain that

is minimally sensitive to component variations [Sedra and Brackett , 1978, p.276], the

isolation between these stages renders each responsible for a particular pole pair, as

shown. This eases the component tolerances of and the reduces power dissipation in

the low-Q stages, since, unlike a ladder topology, they are not subject to the same

constraints as stages whose high selectivity demands less uncertainty. Furthermore,

the reductionist approach of the cascade architecture offers more flexible adjustment

of the frequency response than a ladder,8 which repeatedly proved useful when it

became necessary to switch filter approximations over the course of this research.9

When faced with implementing a higher order filter through a cascade of several

biquadratic stages, the question immediately arises as to how to factor the poles and

zeros amongst the stages so that they contain at most two of each.10 For the chosen

Type I Chebyshev, the absence of transmission zeros renders this pole/zero pairing

moot. However, the tripartite division of (5.7) still requires algorithms for partitioning

its gain and pole pairs, both of which are driven by dynamic range considerations.

5.1.3.1 Pole Distribution

Assuming an even N th-order filter, there are (N/2)! ways to order the cascade of

biquadratic stages. Although it does not change the overall transfer function, the

stage order is critical because it affects the maximum dynamic range.

Specifically, the optimum arrangement keeps the passband as flat as possible at

each point in the cascade, since the dynamic range is maximized when the max-

imum(minimum) signal level observed through the filter is minimized(maximized).

integration. It is this latter incarnation to which the cascade in question is rightly contrasted.
8The resonances of the ladder arms map directly to the loss poles, making it easy for the designer

to relocate the transmission zeros as desired [Sedra and Brackett , 1978, p.276]; but, the natural
modes arise from interactions amongst all branches.

9On multiple occasions, Ms of the ADC in the target receiver was reduced, requiring steeper rα.
Often, the poles could be relocated by scaling the appropriate components in each stage. However,
when these increases exceeded the roll-off limitations for the chosen order of the approximation,
they necessitated that a new approximation be implemented in the same number of stages; thus,
the AAF morphed from Bessel to Butterworth to Type I Chebyshev. For efficiently accommodating
both classes of modification, the choice of a cascade architecture proved sagacious.

10Naturally, there are (N/2)! ways to distribute each set for any transfer function of even order
N .
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Figure 5.5: Three-stage cascaded filter architecture. The ordering of the stages, each
of which implements an all-pole biquadratic transfer function of the form of (5.9),
and the distribution of the pole pairs of Table 5.1 amongst them (shown for Mode
B), maximize the overall dynamic range.

Although an optimization tool can be employed [Halfin, 1970], a popular and effective

ad hoc solution advocates ordering the stages according to increasing Q [Schaumann

and van Valkenburg , 2001, p.235–237] so that the flattest stage comes first, then the

next flattest, and so on. The peaking in the gain does not occur until the end of

the cascade, where it has the least effect on the dynamic range of other stages. This

strategy is practiced in the ordering of Figure 5.5.

5.1.3.2 Gain Assignment

When faced with implementing a higher order filter like that of (5.7) as a cascade

of several biquadratic stages, the question immediately arises as to how to factor the

overall gain constant, To, into a product of constants for each biquadratic term. In

fact, there are an infinite number of ways to distribute the gain over the stages so as

to still achieve the same cumulative value.

To maximize the dynamic range, each stage should process the maximum possible

signal but, at the same time, the voltage swing at all internal nodes throughout
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the cascade should remain equal, since the dynamic range is maximized when the

maximum(minimum) signal level observed through the filter is minimized(maximized)

[Schaumann and van Valkenburg , 2001, p.238–239]. To that end, the signal level at

the output of each filter stage, including the first, should reach, but never exceed,

the maximum allowed. In the case of Figure 5.5 each stage sees the same maximized

signal level, equal to the full-scale input, because they each feature 0-dB gain.

5.2 Stage Architecture

In general, each of the stages in Figure 5.5 has a transfer function Ti(s) for i=1, 2, 3,

in which, both Bi(s) and Ai(s) are quadratic, such that:

Ti(s) =
Bi(s)

Ai(s)
= Toi

b2s
2 + s (ωn/Qn) + ω2

n

s2 + s (ωo/Qo) + ω2
o

(5.8)

where the natural frequency and quality factor of the poles(zeros) are denoted by

ωo(ωn) and Qo(Qn), respectively.11 Classically, there exists a panoply of active

networks capable of realizing such a biquadratic transfer function, known colloquially

as biquads. Although the absence of transmission zeros in (5.7) permits its realization

with a cascade of second-order Ti(s) that result from simplifying Bi(s) in (5.8) such

that s→0 and ω2
n→ω2

o, or

Ti(s) =
Bi(s)

Ai(s)
= Toi

ω2
o

s2 + s (ωo/Qo) + ω2
o

(5.9)

such degenerate stage transfer functions are merely a special case of the more general

biquads described below.

11In some texts, Qo is alternative represented by through the damping factor ζ, defined as

ζ =
1

2Qo
= sin θo

where θo is the counter-clockwise angle between the pole location and the jω-axis, as defined in
Footnote 19 of Appendix F.
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5.2.1 Single-Ended Biquads

By way of introduction to the space of possible biquad architectures for realizing

Stages 1–3 of Figure 5.5, this section describes classic representatives of the established

single- and multi-amplifier genres, noting the trade-offs in terms of power, area, and

sensitivity that drive the use of the former in power-conscious but prosaic applications

and the latter in this work. Admittedly, this survey adopts blanket generalizations of

the biquad genres and is by no means comprehensive;12 but, its insights remain valid

for subsequent analyses of implementation nonidealities.

5.2.1.1 Sallen-Key

Archetype for a class of single-amplifier biquads, the Sallen-Key topology of Figure 5.6

consumes less area and power than the multiple-amplifier implementations to follow.

However, its high sensitivity to both the properties of its lone opamp and the precise

realization of its passive component values renders it unsuitable given the desired

robustness. The biquadratic transfer function for Sallen-Key topology of Figure 5.6(a)

using an opamp of gain A1(s) is:

TSK2(s) = − K

1 +K/A1(s)

s2 [C1C2(d− b)] + s [C2 (G1 +G2) (d− b) + dG2C1] + (d− a)G1G2

s2 [C1C2] + s

[
C2 (G1 +G2) +G2C1

(
1− K

1 +K/A1(s)

)]
+G1G2

(5.10)

where d=c(K − 1)/K.

To assess the impact of passive component mismatch, let the opamp be ideal

(A1(s)→∞) and, since the Type I Chebyshev AAF specified in Table 5.1 maps to the

12Chapter 9 of [Sedra and Brackett , 1978, p.479–587] is suggested for those interested in a thorough
and well-structured analysis of the biquads prevalent in modern ICT filters.
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(a) Full biquadratic stage.
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(b) All-pole stage.

Figure 5.6: Single-ended Sallen-Key biquads. Using just a single amplifier, A1, both
(a) a full biquadratic and (b) an all-pole transfer function, corresponding to (5.10)
and (5.11), respectively, are realized. After [Sedra and Brackett , 1978, p.516–524].
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all-pole Sallen-Key topology of Figure 5.6(b), let c=b=0,13 such that (5.10) becomes:

TSK1(s) = aK
G1G2

s2 [C1C2] + s [C2 (G1 +G2) +G2C1 (1−K)] +G1G2

(5.11)

Since this topology actually afford more degrees of freedom than are needed to specify

the parameters in the general all-pole formula of (5.9), it is convenient to place

some restrictions on the allowable component values, thereby simplifying (5.11). If

C1 =C2 =C and G1 =G2 =G, then it becomes

TSK1(s) = aK
G2

s2C2 + sGC(3−K) +G2
(5.12)

It is readily apparent from (5.12) that the key parameters of (5.9) are:

ω2
o =

G

C
(5.13a)

Qo =
1

3−K (5.13b)

To = aK (5.13c)

The undesired sensitivity to component values is then evident by using (5.13b)

and (5.13c) to express the percent change of Qo and To relative to percent changes in

the matching parameter K, such that

∆Qo/Qo

∆K/K
' 3Qo − 1 (5.14a)

∆To/To

∆K/K
' 1 (5.14b)

13These choices of b and c eliminate the feed-forward capacitor and resistor between the input and
the virtual ground nodes of the opamp. Since the natural modes of the filter describe its response
with the input grounded, and since these two components add in parallel with their complementary
(1−b and 1−c) partners under such conditions, their removal has no impact on the denominator
of (5.11), leaving it identical to that of (5.10). Indeed, any feedforward method for introducing
arbitrary transmission zeros can be interpreted as partitioning components that lie between the
opamp inputs and ground, and feeding the latter terminal of one of the parallel partitions from the
input instead [Schaumann and van Valkenburg , 2001, p.211].
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Equation (5.14b) is not especially interesting, but (5.14a) reveals that, though

acceptable for the first two stages, the sensitivity of the high Qo in Stage 3 yields

an ∼ 25% error in selectivity for just a 1% change in the matching of the resistors

at the inverting terminal of A1. This amplification of the component sensitivity by

a factor of (3Qo−1), when coupled with the matching tolerances of modern silicon

processes, eliminates the Sallen-Key topology from consideration for high-Q AAF

realizations [Schaumann and van Valkenburg , 2001, p.165].14

5.2.1.2 Tow-Thomas

Classic multi-amplifier biquads such as the Tow-Thomas topology depicted in

Figure 5.7 obviously require more power and area, in this case using three opamps

to realize the second-order transfer function of (5.8) (though A3 merely provides an

inversion since G6≡G5). The trade-off is a state-variable design that simultaneously

affords access to multiple filter outputs, as well as the advantage of orthogonal

tuning, in which the parameters of (5.8) have a one-to-one correspondence with

circuit components, so the size of each can be determined successively rather than

iteratively. While boasting low passive sensitivities for ωo and Qo, low-frequency

active sensitivities for ωo(Qo) that are at(near) the theoretical minimum, and

an element spread no larger than Q [Sedra and Brackett , 1978, p.559], the key

shortcoming of this topology is its Q-enhancement, which is the effective increase

14Even if sufficient matching could be obtained through the use of exacting layout techniques
and/or the use of precision off-chip component arrays, single-amplifier biquads such as the Sallen-
Key require very high-speed (and, thus, high-power) opamps to realize high-Q stages. Using the
simplest possible model for an opamp with finite gain-bandwidth ωt—that of an integrator (cf.
Section 3.1.1) for which A1(s) =ωt/s—it can be shown that the nautral frequency and Q obtained
with actual opamps, ωor and Qor, are related to the ideal values by:

ωor

ωo
=

1√
1 + εsk

' 1− εsk
2

Qor

Qo
=
√

1 + εsk ' 1 +
εsk
2

where εsk = (ωo/ωt)K2. According to these expressions, a minimum-speed opamp, for which
a designer’s rule-of-thumb dictates that ωt = 10ωo, would produce errors of approximately
−40%(+40%) in the radial distance(θo) of the poles in Stage 3 [Schaumann and van Valkenburg ,
2001, p.166].
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in Q when going from design to implementation due to the excess phase contributed

by each of the finite-bandwidth amplifiers in the dual-integrator loop.

Before addressing such active sensitivities, first consider the passive sensitivities

obtained by deriving the full biquadratic transfer function for the circuit of Fig-

ure 5.7(a) assuming Ax(s)→∞ for x=1, 2, 3:

TTT2(s) =
V1

Vin

= −
s2 (C1C2) + s

(
G1C2 −

G8

G6

G2C2

)
+G2G7

s2 (C2C4) + s (G4C2) +G2G3

(5.15)

Note that the overall output is taken at the output of A1, rather than A3, in order

to obtain the best match to (5.8) with minimal dependence on component matching.

However, since transmission zeros are not required for the Type I Chebyshev, it

suffices for the remainder of this section to consider only the transfer function to

the output of A3 in Figure 5.7(b), for which the corresponding state variable has an

all-pole response:

TTT1(s) =
Vout

Vin

= − G1G3

s2 (C2C4) + s (G4C2) +G2G3

(5.16)

The relationship between the terms of (5.16) and those of the generalized second-order

system in (5.9) can obtained by inspection:

ω2
o =

G2G3

C2C4

(5.17a)

Qo =

√
G2G3C2C4

G4C2

(5.17b)

To =
G1

G2

(5.17c)

The orthogonal tuning is evident—the DC gain(Q) can be adjusted independently

from ωo through changing the value of G1(G4). Retaining only these two degrees of

freedom by assigning to all capacitors(resistors) a value of C(R) except G1 =kG, and
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G4 =G/q, (5.16) and (5.17) reduce to

TTT1(s) = − kG2

s2C2 + s
GC

q
+G2

(5.18)

and

ω2
o =

G

C
(5.19a)

Qo = q (5.19b)

To = −k (5.19c)

In contrast to the Sallen-Key Q-sensitivity of (5.14a), the sensitivity of (5.19a) to the

mismatch between R4 and the remaining resistors (K=1−q) depends inversely on Q

according to
∆Qo/Qo

∆K/K
' 1− 1

Qo

(5.20)

which favors the use of the Tow-Thomas architecture for Stage 3.

Although the aforementioned Q-enhancement for finite-bandwidth opamps can be

investigated through a derivation of (5.15) or (5.16) that includes the responses of A1–

A3, the proliferation of opamps and the loop complexity of the Tow-Thomas topology

produces an expression that, unlike (5.10), is of little intuitive utility. Instead, assume

for the moment that the effects of opamp nonidealities, which are handled through a

methodology described in Section 5.3, are benign enough to permit further exploration

of this architecture.

5.2.2 Canonical 2nd-Order Section

To eliminate one opamp from the Tow-Thomas biquad, observe that the inversion

performed by A3 is trivially accomplished with differential circuitry by simply

swapping the positive and negative signal lines. If, in addition, the order of the

integrators in Figure 5.7(a) is reversed, so that the lossy integrator comprised of A1
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follows the lossless integrator comprised of A2,15 the result, illustrated in Figure 5.8,

is known as a canonical 2nd-order section (CSOS) [Schaumann, 1993, p.9]. Presuming

the availability of fully differential opamps A1 and A2 with infinite bandwidth, the

CSOS of Figure 5.8(a) realizes a biquadratic transfer function

TCS2(s) =
Vout

Vin

= −s
2 (C2C3) + sG3 (C1 − C5) +G1G3

s2 (C2C4) + s (G4C2) +G2G3

(5.21)

that is practically identical to (5.15).

Based on the Tow-Thomas topology from which it is derived, this may seem

somewhat surprising, since it should no longer be possible to introduce feedforward

transmission zeros, as in Figure 5.7(a), without a third summing node at which

to inject the input (via G8) once A3 has been removed. However, by reversing

the order of the lossy and lossless integrators, so that the output of A1, at which

(5.15) is measured, becomes the overall output at which (5.21) is measured, and

by introducing two new capacitors (C3 and C5) to inject the input into the virtual

grounds that remain, an equivalent effect is produced. Using capacitors C3 and C5

as the feedforward elements and driving them with signals of opposite polarity injects

currents at the virtual grounds of A1 and A2 that have the correct phase so as to

experience the same loop transmission observed when injecting a portion of the input

into the virtual grounds of A2 and A3 in Figure 5.7(a) using G7 and G8. However, it

is also because of this extra phase that the order of the integrators must be swapped;

otherwise, though the overall transfer function would remain biquadratic, orthogonal

tuning would no longer be available since the same components would control multiple

coefficients in both the numerator and denominator of TCS2(s).

Removing C1, C3, and C5 to produce the all-pole transfer function required for

the AAF approximation of (5.7) obviates these differences between the feedforward

methods of the CSOS and Tow-Thomas so, not surprisingly, the resulting TCS1(s) for

Figure 5.8(b) is identical to that of TTT1(s) in (5.16). Thus, although sacrificing the

full complement of state variable outputs, the differential CSOS affords the benefits

15Although the amplifier indexing is preserved from Figure 5.7, such that A1(A2) still serves as
the basis of a lossy(lossless) integrator, the associated passive components have been renumbered in
Figure 5.8.
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(b) All-pole stage.

Figure 5.8: Differential canonical 2nd-order section. By using two fully differential
amplifiers, both (a) a full biquadratic and (b) an all-pole transfer function,
corresponding to (5.21) and (5.16), respectively, are realized. After [Sedra and
Brackett , 1978, p.81].
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which attend the single-ended Tow-Thomas biquad, namely orthogonal tuning and

sensitivities of ωo and Qo to both passive component values and amplifier DC gains

that are near theoretical limits, but with one fewer opamp.

In order to perform both the coarse programming and fine trimming of the cut-off

frequency electrically, it is clear from the poles of (5.18):

pT = − G

2qC

(
−1±

√
1− 4q2

)
(5.22)

that either the unit capacitance (C) or unit conductance (G) must be variable. In

much of the literature, the approach taken is to implement each capacitor as a matrix

of parallel elements that can be switched in or out to produce the effective size desired

[Durham et al., 1992, p.652–654]. However, as discussed at the outset of this chapter

vis-à-vis SC filters, the non-linearity of MOS switches renders them ill-suited to the

large signal swing of the AAF. Thus, Section 5.3 focuses primarily on integrator

architectures that incorporate variable conductances.

5.3 Integrator Architecture

The chosen CSOS stage architecture in Figure 5.8(b) simply depicts the feedback of

G2 wrapped around a forward-path containing two active-RC integrators that have

been broken out in Figure 5.9: a lossless Miller integrator composed of A2, G1, and

C2; and a lossy Miller integrator composed of A1, G3, G4, and C4. Whereas the

ideal transfer functions for these circuit implementations

TM2(s) = − G1

sC2

(5.23)

TM1(s) = − G3

G4 + sC4

(5.24)

are designed to identically replicate the mathematical description of the filter, these

expressions can be drastically perturbed by nonidealities such as the dissipative loss

of passive components and the parasitic poles and zeros of active components. Using
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Figure 5.9: Breakout of differential Miller integrators that comprise canonical 2nd

order section. Component values correspond to those of CSOS in Figure 5.8(b).

the loss metrics of Section F.2, this section evaluates several integrator architectures

that seek to minimize the impact of these nonidealities, determining how faithfully

they adhere to (5.23) and (5.24), and eventually identifying the hybrid Gm-C-opamp

integrator architecture as most suitable for the AAF stages.

5.3.1 Active Integrators

Although efforts to develop low-dissipation integrators have sought to remove

the opamp altogether, thereby ameliorating the excess phase in the loop, such

transconductance-capacitance (Gm-C) integrators, lacking feedback, are highly sensi-

tive to parasitic capacitances at the transconductor outputs as well as to variations

in the gains of the active transconductors themselves. Thus, for ICTs that require

robustness and precision while offering the ability to tuning their frequency response

electronically, the two most common integrator topologies employ opamp feedback at

the expense of greater excess phase, ∆φ(ω) [Durham et al., 1992, p.656].
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Vin+

C2VG

A2
Vin—

VG C2

Vout—

G1
G1

Vout+

Figure 5.10: Differential, lossless MOSFET-C integrator. Gate bias VG tunes the
triode drain-source conductance of all nMOSFETs in unison.

5.3.1.1 MOS-C-Opamp

Figure 5.10 depicts one such approach, in which the resistors of Figure 5.9(a) are

replaced with nMOS transistors operating in the triode region. By tuning the gate

overdrive of these elements, their channel resistance can be adjusted, as necessary,

to set the pole locations via the unit conductance term in (5.22). Although quite

popular [Banu and Tsividis , 1985; van Bezooijen et al., 1991; van der Plas , 1991],

this so-called MOSFET-C-Opamp integrator suffers from a triumvirate of drawbacks

that preclude its employ here.

First, since they carry DC current, triode MOSFETs exhibit flicker noise given

by (2.11). As this noisy drain current i2out adds directly to the signal current at the

virtual ground nodes, the 1/f -noise of the MOS ‘resistances’ can only be assuaged

through making them extremely large, as noted in Section 3.1.3.3. With a minimum

of 24 resistors required for three CSOS biquads with the structure of Figure 5.8(b),

and at least 25% more mandated for approximations with Q>1 (as in Stages 2 and

3), the area penalty incurred in reducing the MOS fK to ∼100 Hz is acute.

Secondly, the 36× programmable range of fp specified in Section 3.1.1.2 is far

beyond the tuning that can be achieved via nMOS gate voltages. Assuming Vthn'500

mV, and forgoing any charge pumping to bootstrap the gates, the maximum gate

overdrive is only 750 mV since one end of the resistor is always a virtual ground. The

corresponding minimum overdrive for the prescribed tuning range, ∼ 21 mV, is well

below Vds at a maximum input signal of ∼500 mV, making it impossible to maintain



286 CHAPTER 5. AAF DESIGN

triode operation.

Even for a tuning range narrow enough that Vdsat>Vds holds over the entire input

signal swing, the traversal of the triode region in Figure 3.5 over the breadth of that

swing is so delocalized as to violate the conditions under which MOSFET-C-Opamp

operation has been shown to be linear. Whereas Banu and Tsividis [1983, p.644–

646] argue that switch distortion is differentially canceled, since it only consists of

even-order terms arising from the V 2
ds addend in the first-order, long-channel triode

region description of (3.9), such a simplistic equation does not hold over the breadth

of triode region encompassed by the large AAF signal swing, especially near the

saturation/triode transition. Compounded by mismatch, the breakdown of the triode

model for 1-V signals limits practical distortion ratios to ∼ 60 dB [Voorman, 1993,

p.33].

Finally, radiation-induced ∆Vit and ∆Vot compound these noise and biasing

problems. Without modifying the architecture through additional feedback loops,

the unadulterated MOS total-dose degradation can corrupt ωo and Qo through

nonuniformities in the unit Gmo that arise from the mismatched ∆Vth profiles

of unequally biased elements in the two biquad integrators (cf. Section 2.1.1.1).

Additionally, the AAF dynamic range suffers as flicker noise levels, already higher

in nMOS than pMOS devices, rise with TID (cf. Section 2.1.1.4).

5.3.1.2 Gm-C-Opamp

Expending additional power through the use of an active feedback loop that secures

linear transconductance via a passive element, as in the first stage of the LNA, the

shortcomings of the MOSFET-C-Opamp integrator are largely addressed by the Gm-

C-Opamp integrator of Figure 5.11 [Georgantas et al., 1993, p.1260]. Each pair of

triode nMOS elements is replaced with a fully differential active transconductor which,

using techniques akin to those of Section 4.2.2, can provide a low-noise, highly linear

voltage-to-current conversion that is robust to the effects of radiation. Again, multiple

feedback loops desensitize this gain to the nonlinearities and radiation susceptibilities

of the composite transistors for which nMOS are eschewed in favor of the lower noise

offered by npn BJTs and pMOSFETs. By incorporating a linear current amplifier into
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Vin+

C2

A2
Vin—

C2

Vout+

Vout—

G1

Figure 5.11: Differential, lossless Gm-C integrator. To produce the same currents on
each half of the integrator as the resistors in Figure 5.9(a) while seeing the full Vin,
rather than just Vin+ or Vin−, the transconductor possesses a single-ended conductance
of G1/2. Thus, as shown, its differential transconductance is Gm1 = G1. Consult
Figure 5.13(a) for transconductor polarity conventions.

each transconductor, its gain can be electronically tuned over a much wider range than

a triode nMOSFET. Although its construction is optimized for the power efficiency

of this tuning, the static power dissipation of the Gm-C-opamp integrator necessarily

surpasses that of the alternative in Figure 5.10, whose triode elements require minimal

bias current and only enough dynamic power to drive their Cgs during tuning.

In addition to its linear, tunable conductance the integrator of Figure 5.11 provides

suppression of the opamp noise (specifically, en) which is superior to the that of its

MOSFET-C-Opamp counterpart on account of unilateralization. Consider the noise

transfer functions of the two integrators, Emos(s) and Egm(s), when the feedback

factors are determined by breaking the loops at the non-inverting opamp input

terminals of Figure 5.10 and Figure 5.11 and the finite output resistance of G1 is

denoted ro1:

Emos(s) =
Vout

en

= A2(s)
1 + s/p1

1 + (s/p1) (1 + A2(s))
(5.25)

Egm(s) =
Vout

en

= A2(s)
1 + s/p′1

1 + (s/p′1) (1 + A2(s))
(5.26)

where p1 = G1/C2 = Gm1/C2 and p′1 = 1/ro1C2, provided Gm1 = G1 to permit fair

comparison. Since the productGm1ro1 > 102 in all modes of the AAF transconductors,
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(5.26) approximates its theoretical minimum (unity) over a much broader segment of

the passband than (5.25) because the unilateralization of Figure 5.11 moves p′1 much

closer to the origin than p1.

Whereas the higher output impedance of the transconductor in the circuit of

Figure 5.11 drives the feedback factor, and thus E(s), closer to unity, the input signal

sees the transconductance gain Gm1 rather than 1/ro1, so the closed-loop gain of

the two integrators remains the same. Thus, the input-referred noise contribution of

en in the Gm-C-Opamp integrator is reduced from that of the MOSFET-C-Opamp

integrator by a factor of Gm1ro1, as seen by contrasting:16

eni,mos(s) = en(s)
Emos(s)

Tint(s)
= −en(s)

(
1 +

s

p1

)
(5.27)

eni,gm(s) = en(s)
Egm(s)

Tint(s)
= −en(s)

(
1 +

s

p′1

)(
1

Gm1ro1

)
(5.28)

Although their input-referred noise profiles converge above p1 to the same minimum

value, the Gm-C-Opamp integrator shapes the low-frequency noise so as to extend

this minimum well below the integrator pole, thereby improving its passband SNR.

As depicted in Figure 5.12 this benefit is accrued for opamps with both white

(en(s) = eno) and pink (en(
√
s) = eno/s) input noise voltages, so the Gm-C-Opamp

integrators in this work can employ standard MOS opamp designs that feature high

input impedance, thereby minimizing nonlinearities associated with signal-dependent

16To arrive at the ratio of transfer functions used to input-refer en in (5.27) and (5.28), observe that
since they reflect the same natural modes, the denominators of the noise (E(s)) and signal (T (s))
transfer functions are the same: 1 + L(s). Thus, E(s) /T (s) is simply the ratio of the forward path
gain experienced by the noise to that seen by the input signal. The former is evident by inspection
(A2(s)) whereas the latter can be derived by realizing that for A2(s)→∞, the ideal transfer function,
T∞(s) = −1/sRC, is equivalent to a(s) /L∞(s), so

a(s) = T∞(s)L∞(s) = A2(s)
T∞(s)
E∞(s)

where the ideal noise transfer function E∞(s) is, by definition, the reciprocal of the feedback factor
F (s), so

E(s)
T (s)

=
A2(s)
a(s)

=
E∞(s)
T∞(s)

=
1

T∞(s)F (s)

Noise shaping accompanies any feedback configuration for which T∞(s) 6=F−1(s).
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input bias current in BJT opamps. Merging the ideal coupling of MOS opamps with

largely bipolar transconductors of high linearity and wide programmability enables

the development of a hybrid Gm-C-Opamp integrator explored next.

5.3.2 Hybrid Gm-C-Opamp

In light of the many benefits of Gm-C-Opamp integrators, the final AAF stage

topology of Figure 5.13(b) discards the active-RC integrators in the canonical

second-order section, replacing each pair of passive resistors indexed j = 1, 2, 3, 4

in Figure 5.8(b) with a differential transconductor whose gain, Gmj, and polarity are

defined by the conventions of Figure 5.13(a). To inform the construction of these

transconductances, their impact on the performance of the integrators is examined

from several perspectives.

5.3.2.1 Element Sizing

In each stage, the Gmj of the two integrators are chosen so that the CSOS transfer

function given by (5.18) yields those poles of (5.7) assigned to that stage in Table 5.1.

Since an infinite set of G, C, k, and q can produce this mapping, the following

constraints are imposed in order to arrive at the final values given in Table 5.2 for

Mode B:

Capacitor area: Since noise limits the smallest transconductance Gmj that can be

realized, and since the pole frequency is governed by the G/C ratio of (5.19a),

the capacitors should as large as possible within layout area limitations. To

conform to the total die size of SVEPRE-2 given the areal density of the metal

comb capacitors in BiCMOS8B+, no single capacitor can exceed 23 pF.

Capacitor matching: Contrary to (5.18), it is revealed below that additional

degrees of freedom are required to meet transconductor sizing constraints, so all

capacitors in a stage need not be equal. However, the size of each is an integer

multiple of a unit-sized Co so that the capacitors of each stage can be laid out
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Gm1 = =
Vin

2Ise 

Vin+ — Vin—

Iout+ — Iout—

Vin+

Vin—

Vout+

Vout—

Gm1

G1

(a) Transconductor polarity.

A2A2
Vin+

G1
Vin—

G3
Vout—

Vout+
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G2

G4

C4—

C4+C2+

Vmid+

Vmid—

(b) AAF stage architecture.

Figure 5.13: Stage architecture that employs the hybrid Gm-C-Opamp integrators.
According to (a) the polarity conventions for the hybrid transconductors in this work,
Vin>0 generates Iout through a differential load, Zload, such that Vout = IseZload>0, as
for a differential voltage amplifier. This convention determines the polarity of (b) the
differential AAF stages, which are composed of integrators derived from Figure 5.11.
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in identical common-centroid arrays wherein etch effects are regulated so as to

alleviate mismatch.

Transconductor area: As shown in Section 5.6, the transconductor layout uses

large devices(generous spacing) to lessen the impact(probability) of flicker

noise(latchup). Together with the area consumed by the capacitors, the size

of transconductors can broach the area limits established by SVEPRE-2 unless

the number of transconductors per stage is less than eight.

Transconductor matching: Given the large swath of die real estate consumed by

the capacitors, it is difficult to maintain tight matching of the transconductors

over their corresponding large spatial extent. The best approach is to construct

each transconductor from one or more unit cells, each of identical composition

and value Gmo, laid out in a common-centroid array and connected in parallel.

In other words, k and q should be whole-number ratios. Since the total number

of transconductors-per-stage is also limited, this requirement translates into a

limited Gmj-spread.

Gain assignment: The gain assignment prescribed in Section 5.1.3 translates into

two ratio constrains on transconductor values. First, to maximize dynamic

range, each stage must have 0-dB gain. From (5.19c), this demand implies

k= 1. Although it ensures that the signal at the output of each stage utilizes

the full dynamic range, the k-condition does not prevent the signals at the

internal nodes of each stage, in particular the output of opamp A2, Vmid in

Figure 5.13(b), from saturating. This is especially likely in high-Q stages where

the selectivity of the lossless integrator can be high. At DC, saturation of the

internal nodes can be avoided by recalling that Vmid is related to the overall

stage output Vout through the reciprocal gain of the lossy integrator:

Vmid(s)

Vout(s)
= −G4

G3

(
1 + s

C4

G4

)
(5.29)

By keeping G3 ≥ G4 in each stage, the internal nodes are assured not to saturate
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at DC.17

Stage priority: The iterative algorithm used to select component sizings according

to the above constraints weights the error between the desired and actual

coefficients of each stage in proportion its Qo. Since the high-Q stages are

most sensitive to pole placement, the final sizings seek to minimize errors in the

Stage 3 coefficients at the expense of those in Stage 1, resulting in the largest

discrepancy for a.

Synthesizing the component values under these constrains prevents the coefficients

of Table 5.1 from being satisfied with the necessary precision unless additional degrees

of freedom are re-introduced in (5.18). Thus, though k = 1, as required for the

gain assignment, the stage capacitors and transconductances of (5.16) are otherwise

allowed to assume arbitrary integer ratios.18

5.3.2.2 Ideal Components

Residual discrepancies between the actual and desired loss function coefficients in

Table 5.2 that result from the area constraints and discretization of component values

are evident when the so-called realizable response is compared with the ideal response

characterized by Figure 5.3 and Figure 5.4. If, aside from lacking infinitely precise

values, the components of Figure 5.13(b) are otherwise ideal, then Figure 5.14 and

17The zero in (5.29) suggests that even if G3 ≥ G4, there are frequencies above DC at which the
internal node can still saturate if Vout has not rolled-off from its maximum value. Heuristically, it is
apparent that C2 governs the latter phenomenon, since the increase in its current above the pole of
the lossless integrator is balanced by a reduction in the output voltage to satisfy KCL at the input
to A2. For the limited Gm-spread in this design, the peaking above DC associated with the C4 zero
can also be prevented with the additional constraint that C2 ≥ C4. Imposed on the first two AAF
stages, unfortunately this inequality cannot be satisfied by the poles of Stage 3, on account of their
high Qo and the limited Gm-spread. But, placing them in Stage 3 provides adequate saturation
margin since, near its ωo, the input to this stage is already be attenuated below the filter maximum
by the preceding two stages because ωo1<ωo2<ωo3.

18An exception must be made in the case of Stage 3, where Gm4 = 0.5Gmo, in order to provide
the necessary Qo for Chebyshev pole placement. The layout of this sub-unit transconductor, whose
presence arose from the need to modify the AAF transfer function late in the design cycle on
account of unforeseen instrument-level exigencies, is accommodated through techniques adumbrated
in Section 5.6.1.3.



294 CHAPTER 5. AAF DESIGN

Components Transfer Function

Transconductors Capacitors H(s) Coefficientsa

ID Cellsb Size ID Cellsc Size
Name Ideald Actual

[#] [µS] [#] [pF]

S
ta

ge
1 G1 1 5 C2+ 6 19.02 a 4.91×105 5.26×105

G2 1 5 C2– 6 19.02 b 1.50×1011 1.38×1011

G3 2 10 C4+ 6 19.02
G4 2 10 C4– 6 19.02

S
ta

ge
2 G1 2 10 C2+ 5 15.85 c 3.59×105 3.94×105

G2 2 10 C2– 5 15.85 d 7.04×1011 7.46×1011

G3 3 15 C4+ 4 12.68
G4 1 5 C4– 4 12.68

S
ta

ge
3 G1 2 10 C2+ 2 6.34 e 1.32×105 1.31×105

G2 2 10 C2– 2 6.34 f 1.26×1012 1.24×1012

G3 3 15 C4+ 6 19.02
G4 0.5 2.5 C4– 6 19.02

a According to definition in (5.7).
b Transconductor sizes are relative to a unit value of Gmo =5µS (Mode B).
c Capacitor sizes are relative to a unit value of Co =3.17 pF (Mode B).
d Ideal H(s) coefficients are taken from Table 5.1 (Mode B).

Table 5.2: Transconductor and capacitor sizes for stage of Figure 5.13(b)
in Mode B. Discretized to their corresponding unit cells sizes, these
values cannot precisely realize the ideal H(s) coefficients of Table 5.1.

Figure 5.15 demonstrate the performance of the iterative algorithm responsible for

the sizings of Table 5.2.

Of note are two minor differences between the ideal and realizable transfer

functions. The most significant ramification of unit-cell-based sizing is the error in

coefficient a of Stage 1, which produces a −13% drop in the fpb of the stage. This

additional attenuation provides some margin for the necessary rα and is acceptable

because the overall fpb of the realizable filter remains within 2% of the ideal.

The excess 1-dB of peaking near fpb results from a slight increase(decrease) in the

ωo of Stage 2(Stage 3); together, these conspire to nearly eliminate vT
2 . This peak

surpasses 0 dB because, in contrast to the ideal case of TCS1(s), the granularity of

the unit transconductors does not permit a reduction in DC gain to offset the ripple
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Figure 5.14: Bode response of realizable AAF design for Mode B. Panels correspond
to those of Figure 5.3, with the response for the discretized components values of the
realizable design in Table 5.2 overlaid. Responses for other modes are simply scaled
accordingly.
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Figure 5.15: Pole/zero plot of realizable AAF design for Mode B. Overlaid with
that of the ideal filter (cf. Figure 5.4), the highest-Q poles of the diagram for the
realizable design in Table 5.2 exhibit minimum error in accordance with the stage-
priority constraint of Section 5.3.2.1. Responses for other modes are simply scaled
accordingly.

of Amax =−1.2 dB. Rather than substantially increase the AAF complexity, a simple

adjustment of Gp, whose precision can be arbitrarily small, should be employed if

saturation of the ADC is observed.

5.3.2.3 Non-Ideal Components, α-error

Figure 5.14 and Figure 5.15 only account for warping of T (s) due to the nominal

component values that can be realized on-chip. Its character is also be affected by

the implementation of each of the components in Figure 5.13(b),19 particularly the

19Despite the treatment of Section F.2, which utilizes opamp gain and bandwidth as vehicles
for assessing the ideality of an active integrator, the opamp designed for the SVEPRE AAF offers
sufficient gain (Ao>80 dB) and bandwidth (ωt>100 MHz) that the transconductors, of which there
are also twice as many, provide the dominant loss terms in (F.34).
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transconductors which, in addition to affording the functionality outlined at the start

of Section 5.3.1.2, must meet excess phase requirements, since they are active elements

whose poles contribute additional terms to the dissipation, dint, and time-constant,

τint, of the overall integrator.

Through a network sensitivity analysis that is beyond the scope of this work [Sedra

and Brackett , 1978, p.362–378] it can be shown that the effect of transconductor

excess phase on Ti(s) is most acute near ωo, where the group delay peaks and results

in deviations from the desired attenuation (α) and phase lag (φ) of the loss function

denoted ∆α and ∆φ and approximated by:

∆α(ωo) ' dint
∂φ(ωo)

∂ω
(5.30a)

∆φ(ωo) ' −dint
∂α(ωo)

∂ω
(5.30b)

in the case of uniform dissipation.20 Since the AAF prioritizes attenuation over

passband phase (cf. Section 5.1.1), (5.30a) can be reformulated to explicitly relate

the drop in α to the integrator excess phase using (F.41) as

∆α(ωo) ' −ωotan(∆φ(ωo)) δ(ωo) (5.31)

where the group delay, expressed as δ(ωo) (cf. Footnote 8 of Appendix F), and ωo are

determined by the form of Ti(s).

Figure 5.16 plots (5.31) for each of the stages. It demonstrates that although sizing

priorities cause the ideal and realizable curves to deviate most for the first two stages,

the reduced group delay of the realized loss functions actually render their ∆α less

sensitive to transconductor ∆φ(s). However, to meet a given attenuation error—such

as that indicated by the ∆α=2 dB line—the excess phase of the transconductors in

Stage 3 must be nearly four times less than those in Stage 2, on account of the higher

Qo. As shown in Figure 6.19(c), attenuation errors near the passband edge in the

20Since each of the transconductors is composed of x unit cells, the variance of the error distribution
of beyond/below the average dissipation of the ensemble, dint, is narrow enough at ±(2x)−1, that
each is characterized by the mean dint in this analysis.
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Figure 5.16: Excess phase versus attenuation error for each AAF stage in Mode B.
For a reference error of 2 dB (dotted line), the allowable ∆φ of the ideal(realizable)
implementation ranges from 9.76◦(11.8◦) for Stage 1 to 0.775◦(0.778◦) for Stage 3.
Responses for other modes are identical since ωo and δ(ωo) in (5.31) scale inversely.

measured T (s) stem directly from the ∆φ(s)-sensitivity of T3(s).

5.3.2.4 Non-Ideal Components, Q-enhancement

Excess transconductor phase is also responsible for the undesired Q-enhancement

attributed to the Tow-Thomas biquad in Section 5.2.1.2. For the general biquadratic

stage, depicted in Figure 5.17(a) and implemented as a two-integrator loop built from

the cascade of an inverting and non-inverting integrator, of which the Tow-Thomas

topologies is representative, it can be shown that when considering the integrators
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Vout
sτ1

—1

sτ2

1

1/Q

1

TVin
V1

Inverting Non-inverting

(a) All-pole biquad with ideal integrators.

Vout
sτ1 + σ1

—1

sτ2 + σ2

1

1/Q

1

TVin
V1

Inverting Non-inverting

(b) All-pole biquad with non-ideal integrators.

Figure 5.17: Generic biquads based on a two-integrator loop with one inverting and
one non-inverting integrator. The generic all-pole transfer function in the case of (a)
ideal integrators conforms to (5.9). But, the behavior of (b) actual, lossy integrators
corresponds to (5.32).

to have non-ideal transfer functions of the form of (F.34), as in Figure 5.17(b),

rather than the ideal, lossless forms of Figure 5.17(a), the transfer function to V1

(corresponding to Vout of the CSOS) becomes

Ti(s) =
V1(s)

Vin(s)
= −Tor

ωor/Qor

s2 + s (ωor/Qor) + ω2
or

(5.32)

where the subscripts on ωor, Qor, and Tor denote the values of these parameters once

the circuit is realized with non-ideal opamps and transconductors. Obviously, (5.32)

is in contrast to the ideal formulation of the biquadratic equation given in (5.9) though
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the parameters of the two can be related through21

ωor = ωo

√
1 + σ1σ2 + σ2/Qo (5.33a)

Qor = Qo
ωor

ωo

1

1 +Qo (σ1 + σ2τ1/τ2)
(5.33b)

Tor ' To
1

1 +Qo (σ1 + σ2τ1/τ2)
(5.33c)

As long as Qo is fairly high, the deviation of ωor is small because it is proportional

to the product of the losses of the individual integrators, σ1 and σ2. However, in the

case of Qor (and Tor), the errors defined by the ratios Qor/Qo (and Tor/To) can be

much more significant because, assuming that ωor'ωo:

Qor

Qo

' Tor

To

=
1

1 +Qo (σ1 + σ2τ1/τ2)
(5.34)

Whenever the parenthetical term in (5.34) is negative, the integrator exhibits Q-

enhancement: the increase over the nominal Qo due to the finite bandwidth of its

active constituents. Although the denominator of (5.34) depends on the weighted

sum of the losses of each opamp, in many cases the two integrators in the loop are

set to have the same integration constant, so it is simply the sum of their losses that

determines the denominator.

For Figure 5.13(b), assuming that τ1 = τ2, and that, as for (5.31), the effect

of ∆φ(ω) is strongest at the natural frequency ωo, the loss terms in (5.34) can be

expressed in terms of the excess phase of the Gm-C-Opamp integrators via (F.41):

Qor

Qo

∣∣∣∣
ω=ωo

=
1

1− 2Qotan(∆φ(ωo))
(5.35)

Typically, this condition is less stringent than that of (5.31), but in Stage 3, where

the effect is magnified by high Qo, transconductors with an excess phase of just 1◦

enhance the realized Qor by more than 40%.

21In terms of the blocks in Figure 5.17, ωo =1/τ1τ2, Qo =Qωoτ1, and To =TQ.
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5.4 Transconductor Architecture

Since the transconductors in the Gm-C-Opamp stage integrators ultimately determine

the programmability, linearity, radiation-hardness, and noise performance of the

overall AAF (as specified in Chapter 3), the crux of the AAF is the invention of a

BiCMOS transconductor that satisfies these requirements, along with the low excess

phase required for a well-behaved magnitude response near fp. The literature is

rife with a host of linearized transconductors that depend on either bipolar or MOS

amplification.22 A few examples are briefly summarized in Section 5.4.1 to emphasize

the ubiquitous limitations of transistor-based Gm realizations using feedforward paths

before the two-stage architecture of the feedback transconductor in this work, which

is predicated on passive voltage-to-current conversion and active current gain, is

introduced in Section 5.4.2.

5.4.1 Feedforward Transconductors

Seeking to linearize the large-signal behavior of MOS and bipolar transistors

summarized by (3.9) and (3.10), single-ended(differential) transconductors commonly

use dynamic biasing of one(a pair of) such device(s) at their core to keep it(them)

in the correct region of operation regardless of input swing and adjust its(their)

transconductance for tuning purposes. Weaknesses of the examples in this section,

for which both the input and tuning ranges are limited by the extent to which the

bias networks are able to maintain sufficient linearity, inspire the development of a

novel solution in Section 5.4.2.

5.4.1.1 Triode MOS

Much as for the MOSFET-C-Opamp integrator in Section 5.3.1.1, the difficulty

in relying on the variable resistance of a triode-region MOS device described by

22In addition to reviewing the operation of and literature on the MOSFET-C-Opamp and Gm-C-
Opamp integrators of Section 5.3.1, [Voorman, 1993] is a worthwhile entrée into the space of such
transconductors.
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corresponding case of (3.9) to provide a transconductance of the form

Gmo|linear =
∂Id

∂Vgs

= µnCox
W

L
Vds (5.36)

stems from contrast between the narrow range over which (5.36) holds (namely Vds<

Vds,sat), and the wide input signal swing, which modulates Vds,sat proportionally.

To ensure Vds is sufficiently low regardless of output current (thereby achieving

high Rout), the scheme of Figure 5.18(a) [Ali et al., 1993; Castello et al., 1990;

Lee, 1998; Pennock , 1985] uses a bipolar EF loop that forces it to track RlinIH3.

Unfortunately, Vbe1,2 does not remain constant, nor match Vbe3, since the collector

currents of Q1 and Q2 are also the output currents. The behavior is reminiscent of

(4.4a), but even more detrimental, since ∆Vbe directly modulates Gmo through the

Vds term of (5.36), rather than sublinearly (via a hyperbolic tangent) as in the first

stage of the LNA (cf. Section 4.1.1.2).

Full-CMOS incarnations like that of Figure 5.18(b) can employ feedback amplifiers

[De Lima and Dualibe, 1999] in place of npn followers to fix Vds1,2. But, the excess

phase of such transconductors, augmented by that of their internal feedback loops,

is routinely higher. Furthermore, all triode-MOS transconductors suffer from 1/f

noise, body-effect distortions, and nonlinearity introduced by high-overdrive mobility

degradations for large input voltages.

5.4.1.2 Saturated MOS

Since the saturation region of MOS operation can span a wider range than its linear

counterpart for reasonable levels of inversion, as in Figure 3.5, the familiar square-law

description of saturated behavior is the basis for many MOS transconductors. Perhaps

none is more renown than that of Nauta [1992], reproduced in Figure 5.19(a), whose

popularity derives from being constructed only of inverters available in any standard

CMOS library. If the first set of inverters is well-matched, the voltage-to-current

conversion they perform is linear as long as they remain in strong inversion. The

cross-coupled inverters between the output lines set the common-mode voltage and

offer tunable negative resistance that can increase the DC gain of the transconductor.
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(a) BiCMOS implementation.
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(b) CMOS implementation.

Figure 5.18: Popular differential transconductors based on triode MOS operation.
Either (a) a loop of npn EFs (after [Ali et al., 1993, p.43]) or (b) a CMOS feedback
amplifier (after [De Lima and Dualibe, 1999, p.642]) ensures M1/M2 remain biased
in triode region.
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Lacking any internal nodes whose poles could introduce excess phase, the Nauta

transconductor trades high bandwidth for high 1/f noise and power supply sensitivity;

the former resulting from directly adding all MOS currents to the outputs, the latter

from using VDD to tune the Gm value [Lee, 1998, p.33–34].

Degenerating each element of the input inverters in Figure 5.19(a) with a

MOSFET of opposite polarity yields a linear transconductance element that also

operates with both transistors saturated [Park and Schaumann, 1986]. Shown in

Figure 5.19(b) for the case of the M1/M2 inverter, wherein the degeneration of

M1 and M2 (now dubbed M1a and M2a) takes the form of triode MOSFETs M1b

and M2b, the linearity improvement of this configuration over the standard inverter

has motivated its vast deployment [Czarnul and Fujii , 1990; Park and Schaumann,

1988; Szczepański et al., 1993], yet its square-law cancellations only remains valid

for Vthp<Vin<Vthn even though it requires additional headroom [Schaumann, 1989,

p.185].

5.4.1.3 Cross-Coupled Pair

Rather than the degeneration applied to Figure 4.3, both bipolar and MOS differential

pairs working as transconductors can be linearized through the addition of a cross-

coupled pair, as shown in Figure 5.20(a) for the case of emitter cross-coupling.23 If

the emitter areas of the outer devices (A1 =A2 =Aouter) and inner devices (A3 =A4 =

Ainner) are related by a ratio MA =Ainner/Aouter rather than all being equal, the circuit

is equivalent to two paralleled differential pairs Q1/Q4 and Q2/Q3 whose left and

right elements are related by area ratios 1:MA and MA:1, respectively. Theoretically,

complete cancellation of odd-order distortion products occurs when MA = 2 +
√

3,

but only over an input range limited to ∼2VT. In practice, third-harmonic distortion

rarely exceeds 70 dB [Voorman, 1993, p.32].

In contrast to emitter cross-coupling, a linearized result is also obtained if the

drains of the nMOS pairs in Figure 5.20(b) are cross-coupled, provided the shared

source of the inner pair is related to that of the outer pair by a constant VA. As for the

23The analogous source-coupled MOSFET implementation is at work in the transconductor of
Nedungadi and Viswanathan [1984].
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M3
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(a) Inverter-based transconductor.

Vdd1

Vb1

Vb2
M1b

M1a

M2b

M2a

Vin Vout

Iout

(b) Linearized inverter.

Figure 5.19: Popular transconductors based on saturated MOS operation. The
gain(output resistance, and thus, excess phase) of (a) the Nauta [1992] transconductor
can be tuned via Vdd1(Vdd2), which supplies the input(cross-coupled output) inverters.
To linearize the gain, the input inverters (e.g., M1/M2) can be replaced with a (b)
version in which each element is degenerated by a triode MOS of opposite polarity
(after [Park and Schaumann, 1986, p.1133]).
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(a) Emitter cross-coupling.
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(b) Drain cross-coupling.

Figure 5.20: Popular transconductors based on cross-coupled differential pairs. In
(a) the bipolar case, emitter cross-coupling creates pairs Q1/Q4 and Q2/Q3 within
which the device areas are mismatched. In (b) the MOS case, drain cross-coupling
must be accompanied by a fixed voltage difference between the shared sources of the
M1/M2 and M3/M4 pairs (after [Szczepański et al., 1993, p.259]).
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transconductors in Section 5.4.1.2, this configuration relies on cancellation of higher-

order terms in the square-law formulation of saturated MOS operation to produce

a Gm ∝ VA. In addition to requiring long-channel devices, any actual design must

incorporate supplemental corrections to account for body effect distortions. Plus,

the cancellations break down if Vin > 2 |VA + Vthn| since both pairs must be kept on

[Szczepański et al., 1993].

A variation that melds the fixed source potential of the inner pair of Figure 5.20(b)

with the intra-pair area ratios of Figure 5.20(a) is the common-mode siphon

implemented alternatively by Figure 5.21(a) and Figure 5.21(b) for the bipolar case.

In the former schematic, an inner short-tailed pair with twice the emitter area is

connected in parallel with the outer long-tailed pair. But, the shared emitter of

the inner pair is driven with the common-mode input voltage, effectively eliminating

third-order distortion [Wilson, 1992]. Alternatively, the emitter cross-coupling of

Figure 5.20(a) can be preserved and the bases of the equal-sized inner pair driven to

the common-mode input voltage, as in Figure 5.21(b) [Voorman et al., 1983]. Both

approaches are less sensitive to bias than Figure 5.20(b), just relying on the precision

of MA, but the transfer function of the latter approach only improves upon that of

a standard differential pair by doubling the domain of its tanh, and, similarly, the

former exhibits no better than 60 dB THD for Vin =2VT [Wilson, 1992].

5.4.1.4 Hyperbolic Compensation

With their flicker noise jeopardizing dynamic range and with the limited scope of

the triode and square-law models restricting the tuning and input ranges over which

they are linear, MOS transconductors are avoided in this design. However, the cross-

coupling and common-mode siphons of Figure 5.20 and Figure 5.21 suggest that

analog computation using the hyperbolic functions that attend bipolar differential

pairs might allow for the cancellation of odd-order distortion over the several decades

of input voltage and tuning current for which (3.10) is valid.

Sinh Compensation: After all, the differential collector current through Q1 and

Q2 of Figure 5.21(a) obeys the standard differential pair formulation obtained from
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(a) Emitter-driven CM siphon.
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R1 R2

(b) Base-drive CM siphon.

Figure 5.21: Transconductor linearization using common-mode input voltage. In lieu
of cross-coupling the inner pair as in Figure 5.20, their (a) emitters (after [Wilson,
1992, p.390]) or (b) bases (after [Voorman et al., 1983, p.188] can be driven by the
common-mode input voltage, computed using resistor divider R1/R2 and, in the
former case, (unity-gain) buffered by A1.



5.4. TRANSCONDUCTOR ARCHITECTURE 309

(4.2a) with Rd→0, as:

Ia = Ic1 − Ic2 =
1

α
(2α1α2IT3 + ∆αIa) tanh

(
Vin + Vos1,2

2nVT

)
(5.37)

where the effect of area mismatch is defined as an offset voltage Vos such that

Vos1,2 = nVTln

(
Ae1

Ae2

)
(5.38)

The corresponding relation for the output currents of Q3 and Q4 with Ve3,4 =VA is

Ib = Ic3 − Ic4 = 2
√
Ae3Ae4ISoe

(V in−VA)/nVTsinh

(
Vin + Vos3,4

2nVT

)
(5.39)

If the intra-pair mismatch is ignored, then the total Iout is

Iout = Ia + Ib = α1,2IT3tanh

(
Vin

2nVT

)
+ 2Ae3,4ISoe

(V in−VA)/nVTsinh

(
Vin

2nVT

)
(5.40)

Since the EF formed by Q5/Q6 ensures that Q1–Q4 have the same VBE, (5.40) reduces

to an expression in terms of Ṽin =Vin/2nVT and IC =ISe
VBE/nVT , namely

Iout = ICtanh
(
Ṽin

)
+ 2ICsinh

(
Ṽin

)
(5.41)

as long as A3,4 = 2A1,2. Through a Taylor expansion of the hyperbolic functions in

(5.41), it can be seen that the sinh exactly cancels the Ṽ 3
in contribution from tanh:

Ia = ICtanh
(
Ṽin

)
= IC

(
Ṽin −

1

3
Ṽ 3

in +
2

15
Ṽ 5

in −
17

315
Ṽ 7

in + . . .

)
+ Ib = 2ICsinh

(
Ṽin

)
= IC

(
2Ṽin +

1

3
Ṽ 3

in +
1

60
Ṽ 5

in +
1

2520
Ṽ 7

in + . . .

)

Iout = 3IC

(
Ṽin +

1

20
Ṽ 5

in −
1

56
Ṽ 7

in + . . .

) (5.42)

Even if the intra- and inter-device matching is imperfect, this sinh-compensation

significantly reduces the coefficients of all odd harmonics.
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GILBERT: THE MULTI-TANH PRINCIPLE 7

(a)

(b)

Fig. 6. (a) Collector currents and (b) dualGm components for the doublet,
with A = 4:

this interesting circuit. First, we will find an expression for
the effectivesmall-signal , as a function of the parameter,

. The effective small-signal transconductance of one
section, say and , can be found by considering the
incremental ’s of each transistor. Note that while the of
an individual transistoris simply , the of a differential
pair, or an ensemble of such pairs making up a multi-tanh cell,
is more complex. We need to keep these distinctions clear. The
currents split in the simple ratio

and (8)

Thus we can write

and

The net is just , which evaluates to

(9)

where is the for the simple BJT differential pair.
Clearly, the same reduction factor applies to the full doublet.
Thus, for , the is reduced by a factor of 16/25, or
0.64. We will now find the value of that results in minimum
distortion.

Starting with the general functions given in (1)–(4),
and using the simplifying notation and

, we have

(10)

Thus

(11)

and

(12)

We wish these derivatives to be zero for zero distortion.
The challenge of finding a solution when is large and for
completely general values of is a considerable one. The
problem is greatly simplified by limiting the analysis to low
values of and to the use of symmetric values of the offset
factors and tail currents

Thus, for the doublet, with only a single offset parameter
, and at , (11) becomes

(13)

Since this is true for all values of, due to the symmetry
of the tanh function, we move our attention to the second
derivative. Setting it to zero

(14)

which simplifies to

(15)

the solution to which is

(16)

The corresponding offset voltage is , or 34.043 mVP,
which can be generated using , from (7). This
can be sufficiently approximated using an emitter-area ratio of
3.75 15/4, corresponding to an offset voltage of 34.17 mVP.
Employing unit emitters that are the minimum size for the
technology, this need not result in excessively large transistors,
and in practice, moderately large devices will usually be
needed anyway, in order to lower the Johnson noise of the
base resistances.

The distortion of this cell is most readily explored using
simulation. Fig. 7 shows how the HD3 varies as a function of

for three different amplitudes of sinusoidal excitation. Note
that the minima is very deep for small drive levels, and that it
shifts slightly upwards at higher drive levels, suggesting that
a better practical choice of may be somewhat higher than
that given by the theory. In the examples that follow, we will
trace the improvement in the linearity of the fundamental
(and the 1-dB gain-compression level) and in the reduction of

Authorized licensed use limited to: Stanford University. Downloaded on July 21, 2009 at 19:16 from IEEE Xplore.  Restrictions apply. 

Figure 5.22: Example of multi-tanh principle with two pairs. With the lateral
translation of their individual tanh responses controlled by MA, the flatness of the
combined response, which is linear over a wider input range, is maximized when,
MA =2 +

√
3, as shown. After [Gilbert , 1998, p.7].

Multi-Tanh Compensation: However, extending the effect beyond Ṽin ≤ 1

requires a different hyperbolic operation. Recall that in the circuit of Figure 5.20(a)

Q1/Q4 (Q3/Q2) constitutes a differential pair within which the elements have an area

ratio of 1:MA(MA:1). According to (5.38), this ratio can be interpreted as an offset

voltage that shifts its tanh-shaped Gm-V curve along the Vin axis by −Vos(Vos). The

result, depicted in Figure 5.22 is an example of the ‘multi-tanh’ principle proposed by

Gilbert [1998]—a piecewise approximation that affords linearity over a wider range

of inputs than a single differential pair.24 By placing additional pairs with equally-

spaced Vos in parallel with those of Figure 5.20(a), the effect can be extended to

further broaden the linear operating range. Unfortunately, 25 such pairs are required

to suppress third-harmonic distortion by 100 dB [Gilbert , 1998, p.6].

24It can be shown that maximizing the linearity of the aggregate transconductance curve in
Figure 5.22 by forcing its first and second derivatives to zero requires [Gilbert , 1998, p.7]

Vos = 2VTsinh−1

(
1√
2

)
Using (5.38), this flatness condition translates into the aforementioned (and, at the time,
unsubstantiated) choice of MA = 2 +

√
3 in Figure 5.20(a). Maintenance of this area ratio among

additional pairs preserves linearity as the input range is extended.
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5.4.2 Two-Stage Unit Cell

The architecture of the unit-transconductors in the AAF capitalizes on the hyperbolic

mathematics of Section 5.4.1.4, made possible through the use of npn transistors,

to provide even more exacting regularization of nonlinearities. To do so, it adopts

a prevalent scheme that partitions the responsibilities of the transconductor into

the two-stage topology of Figure 5.23 [Ali et al., 1993, p.43], wherein each stage

implements another of Gilbert’s principles.

Stage 1 performs a highly linear conversion of the differential input voltage to an

intermediate current with a fixed gain Gtll. Although this operations sounds familiar,

as it is identical to that taking place in the first stage of the LNA (cf. Section 4.2.2),

the implementation described in Section 5.5.1 cannot employ super emitter followers

for headroom reasons. The second stage acts as a variable-gain amplifier whose output

current is related to the intermediate current by a gainGggc that is both programmable

and trimmable: it can be coarsely programmed to values of 1/6 (Mode A), 1 (Mode

B), and 6 (Mode C), then finely trimmed by means of a single off-chip resistor.

Before presenting the implementation of these stages, the underlying Gilbert

principles are succinctly reviewed.

5.4.2.1 Translinear Principle

In the context of the example in Figure 5.24(a) the translinear principle first

postulated by Gilbert [1968] can be paraphrased thusly: when traversing a loop

consisting of an even number of bipolar Vbe-drops, the product of the currents through

the elements whose drops are oriented counterclockwise (Q1 and Q3) is proportional

to the product of the currents through the clockwise elements (Q2 and Q4), with the

constant of proportionality being the ratio of the products of the saturation currents

of the former to the latter. Stated mathematically,

Ic1Ic3

Ic2Ic4

=
Ae1Ae3

Ae2Ae4

= γA (5.43)

Note that differences in the emitter areas of the nominally matched devices, which

are proportional to their IS, have no impact as long as mutual equality of the area
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Gggc =
 1/6, Mode A
   1 , Mode B
   6 , Mode C

Iout = GggcItll

Transfer function

Nominal gain

Iout—
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Itll+

Itll—

Vout+

Vout—

Gttl = 5 µS

Itll = GtllVin

Transfer function

Nominal gain
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(TLL)

npn 
Current
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Inpn—Inpn+

Stage 2

Gilbert Gain 
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(GGC)

pMOS
Current
Sources

Imos—Imos+

Figure 5.23: Two-stage architecture of unit transconductor. Ideality of the
fixed(variable) gain of the first(second) stage, Gtll(Gggc), is achieved through a
translinear loop(Gilbert gain cell) such that the transconductor linearity(noise) is
limited only by the quality of its npn(pMOS) current sources.
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products in the numerator and denominator of (5.43) is maintained.

The relationship in (5.43) follows directly from the loop KCL in which each Vbe is

proportional to the logarithm of the corresponding Ic via (3.10a). Foreshadowing its

role in the Stage 1 of the transconductor, consider the effect of adding a single resistor,

Rg, into the translinear loop (TLL) of Figure 5.24(a), and driving the configuration

in Figure 5.24(b) with an input voltage at the bases of Q1/Q2. Using (5.43), the

difference between Vin and Vg can be obtained by inspection:

Verr = Vin − Vg = nVTln

(
Ic1Ic3

Ic2Ic4

)
− nVTln(γA) (5.44)

Although the effects of mismatch merit much discussion in Section 5.4.2.2, assume

for the remainder of this section that nominally identical devices are matched in area

(γA = 1). Then, (5.44) suggests that the resistor voltage is identical to the input

voltage as long as the ratios of the collector currents in outer pair is the reciprocal of

that in the inner pair, or
Ic1

Ic4

=
Ic2

Ic3

(5.45)

The ideal current mirror of gain K in Figure 5.25 attempts to satisfy (5.45),

eliminating level-shifting errors by forcing the emitter currents of Q1/Q2 to track

the collector currents of Q4/Q3 [Chung et al., 1992]. But, since (5.45) is a ratio of

collector currents, this technique only works under two additional assumptions that

are revisited in Section 5.5.1: α1 =α2 = 1 and α3 =α4 = 1. Permitting the validity of

all the assumptions in this paragraph, the description of Figure 5.25 by (5.44):

V ′err = nVTln

α3

α4

β2

β1

Kβ1 +
Itll+

Itll−

Kβ2 +
Itll−

Itll+

− nVTln(γA) (5.46)

reduces to V ′err =0.

Just as when converting Q1/Q2 into super emitter followers, constructing this

mirroring translinear loop around them constitutes active feedback within a series-

series loop containing Rg. Equating the degenerated differential pair comprised of
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KItll—

Vin+

Q3

Q1

Rg

Q2

T1 T2

Ig

+

Vbe1

+

Vbe2

+ Vg  —

+

Vbe3

Itll+ Itll—

KItll+

Vin—

Q4

+

Vbe4

Current Mirror
Gain = —K

Figure 5.25: Degenerated TLL with feedback linearization via current mirrors. To
ensure cancellation of the Vbe drops around the TLL, the current mirror returns the
collector currents of the inner pair to the emitters of the input pair with negative
gain, −K. After [Chung et al., 1992].

Q1, Q2, and Rg to that of Figure 4.3, the action of Q3/Q4 and the current mirror

can be interpreted as predistorting Vin so that the ∆Vbe nonlinearities of Q1/Q2 are

canceled and the transconductance of the block is given by just 2R−1
g .

For this reason, a translinear loop is the basis of the first stage implementation

presented in Section 5.5.1. The generalized feedback diagram of Figure 5.26 shows

that, unlike Figure 4.4, the predistorting block of Stage 1, b−1(s, Itll), is in the forward

path a lá Figure 3.22(a) and receives its nonlinear feedback from Itll through the same

branch as does b(s, Itll) via the ideal current mirror.

5.4.2.2 Gilbert Gain Cell

The Gilbert gain cell (GGC) in the simplified schematic of Figure 5.27 is an

application of the translinear principle to the design of a current amplifier rather
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Vin Itllb(s,Itll)

Q1/Q2 followers

b—1(s,—Itll)

Q3/Q4 followers

Degeneration

Rg

—K

Current mirror

b(s,Itll)=f(Vbe(Verr),β(Verr))

(a) Attenuation of nonlinear feedback.

Vin Itll

V 0err

a0(s,Itll)

Mirroring TLL

Degeneration

Rg

a0(s,Itll)=f(Vbe(V 0err),β(V 0err))

(b) Equivalent linearized network.

Figure 5.26: Flow graph representation of first stage of Figure 5.23 with (a) explicit
identification of active (Q3/Q4) and passive (Rg) loops around the Q1/Q2 followers as
well as (b) an equivalent network whose linearized forward path a′(s, Itll) is identified
as the mirroring translinear loop of Figure 5.25.
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IE

IB

Q3

Q1

Q4

Q2

Iin+ Iout+ Iout— Iin—

Figure 5.27: Simplified schematic of canonical Gilbert gain cell. As compared to
Figure 5.24(a), the inverted structure of the translinear loop confers independence
from finite β effects. After [Gilbert , 1968].

than a transconductor [Gilbert , 1968]. In this inverted form it is assumed that the

input currents, taken at the collectors of Q1/Q2 and the output currents, taken at

the collectors of Q3/Q4, are perfectly balanced, in which case (5.43) gives the gain

for ideal, perfectly matched transistors as

Gggc =
Iout

Iin

=
IE

IB

(5.47)

The gain is simply the ratio of the tail current sources, so programming it is

trivial. However, this perfectly linear gain is subject to both odd- and even-order

distortion when certain underlying assumptions of (5.47) are violated by pragmatic

non-idealities.

Odd-Order Distortion: Embodying inescapable differences that arise from manu-

factured doping(dimensions) of the device diffusions(metalization and contacts), cubic
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(a) Current density mismatch.

IE
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(b) Etch/doping mismatch.

Figure 5.28: Illustration of GGC asymmetries responsible for distortion. The
mismatch of Je(IS, β) between devices on the same(opposite) half of the differential
GGC, as depicted in panel (a)(panel (b)), is responsible for odd(even) harmonics in
the spectrum.

terms are introduced into (5.47) by the net effect of resistive parasitics whenever:25

Je1,2 6= Je1,2

Ie1,2

Ae1,2

6= Ie3,4

Ae3,4

(5.48)

So, as illustrated in Figure 5.28(a), odd-order distortion arises when the emitter

current densities of the devices on the same half of the circuit do not match. [Gilbert ,

1968, p.355].

25Lumping all the cited parasitics into an equivalent emitter resistor for each npn simplifies the
derivation of (5.48), which presumes that the equivalent resistor embodies only parasitics that scale
with emitter area [Gilbert , 1968, p.355].
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Even-Order Distortion: Conversely, even-order distortion, as in any differential

circuit, is the byproduct of deviations in the properties of transistors on one half

of the circuit relative to their nominally identical counterparts on the other (cf.

Figure 5.28(b)). Such lateral asymmetry negates two of the assumptions behind (5.46)

and (5.47). The most egregious violation occurs when manufacturing tolerances that

govern base doping and etching produce

γA =
IS1IS4

IS2IS3

6= 1 (5.49)

As in (5.38), this area mismatch can be represented by an offset voltage in the

translinear loop, Vos, which imbalances the output currents so as to produce a second-

harmonic in (5.47) [Gilbert , 1968, p.355].

Compared to Figure 5.24(a), the TLL of Figure 5.27 is classically said to be

independent of the transistor betas, which would certainly befit this application.

However, this ‘independence’ only pertains to the absolute value of β, not β-mismatch

between the two circuit halves in response to the opposite polarity of the output

currents they carry. Thus, when the signal dependent β-mismatch of Section 3.1.2.3

gives rise to

β1 6= β2

β3 6= β4

(5.50)

further second-order distortion is observed. Although, it is difficult to analytically

capture the effects of (5.48), (5.49), and (5.50) on (5.47), as was done for the TLL in

(5.46), they are demonstrated by simulation in Section 5.5.2.1 and Section 5.5.2.2.

5.5 Implementation

The architectural advantages afforded by the chosen filter, stage, and integrator

topologies shift the burden of the weighty AAF specifications principally onto the

unit transconductor of Figure 5.23, making its implementation critical. Thus,

Section 5.5.1(Section 5.5.2) offers a review of the transistor-level techniques which

mitigate the nonidealities of the TLL(GGC) in Stage 1(Stage 2) described by
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Figure 5.29: Simplified schematic of first stage of Figure 5.23. The roles of Q1–Q4 are
unchanged from Figure 5.25, but implementing Q3/Q4 with substrate pnps requires
separate mirrors (idealized for now, as are fixed tail current sources T1/T2) fed by a
replica of Itll provided by Q5/Q6 and denoted Imir.

(5.46)((5.48) through (5.50)) while minimizing excess phase so that the overall AAF

meets the requirements of Table 3.2.

5.5.1 First Stage

The TLL of Figure 5.25 is the basis for the first stage of the transconductor.

Implementing Q1/Q2 and the current mirror so that the predistortion conceptually

diagrammed in Figure 5.26 is sufficiently precise dictates several modifications to the

work of Chung and Cha [1990], captured by the simplified schematic of the novel

realization in Figure 5.29.

Since the input to the second stage, Itll, is provided by the output currents of

degenerated pair Q1/Q2, it cannot serve as the input to the current mirror. Instead,

as in [Chung and Cha, 1990], the collectors of Q1/Q2 are evenly split, resulting in
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replicas Q5/Q6 that carry half of the intermediate current.26 However, Chung and

Cha [1990] do not address the matching ramifications of this split-collector pair,

which are more severe than those of the separate current sources T1 and T2 or the

individual segments of composite resistor Rg that together accommodate the low

Gtll associated with VLF frequencies. Section 5.5.1.2 provides evidentiary statistical

analysis demonstrating the impact of these mismatch sources on second-harmonic

distortion.

The most significant departure from Figure 5.25 is that npn followers Q3/Q4 have

been replaced with substrate pnp input devices. The polarity inversion is necessary

because a margin-adjusted input swing of 2 eVPPxceeds the headroom available to T1

and T2 if its translated to Rg by the 2VBE level-shift of the reference design.27 But,

through swapping the terms in the denominators of (5.45), the pnp conversion changes

the sign of the gain through the current mirror, yielding positive feedback.28 This

combination of two established linearization techniques—predistortion and positive

feedback [Lee, 1998, p.326]—so as to obey the translinear principle while preserving

stability is the subject of Section 5.5.1.1.

26To compensate for the dividing its current amongst two paths, the size of Rg is doubled. In the
ideal case, when (5.46) goes to zero, the transconductance of the loop is simply

Gtll =
Itll
Vin

=

(
Itll +

Vg

2Rg

)
−
(
Itll −

Vg

2Rg

)
Vin

=
1
Rg

So, for the target Gtll of 5 µS (in Mode B), Rg = 200 kΩ.
27It is straightforward to appreciate how severely the headroom in the bipolar portion of the signal

path is constrained when every differential node in the AAF design must support a 1 VPP signal
swing. Consider the DC bias points of any two such nodes, A and B, linked by a cascade of two
emitter followers so that VA − VB = 2VBE'1.5 V. Even when the former is biased at its maximum
value max{VA}=VDD−500mV =2 V, the corresponding bias of node B max{VA}−2VBE =500 mV
is so low that there is zero available headroom for its tail current source in the presence of a ±500
mV signal swing. By contradiction, then, this proves that any two nodes carrying signal voltage can
be offset by no more than one npn VBE.

28Intuitively, since Vbe3 now provides the predistortion for Vbe1, an increase in one must be offset
by an increase in the other and, thus, their currents are in phase.
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Figure 5.30: Positive feedback loop formed by pMOS mirror on left half of Figure 5.29.
The sizes of MA and MB yield K = 1/4. For the half-circuit, the midpoint of Rg is
grounded.

5.5.1.1 Positive Feedback

In the absence of lateral pnps, Q3/Q4 of Figure 5.29 are constructed with substrate

pnps and the current mirror is necessarily formed from a pair of pMOS devices denoted

MA/MB in the full schematic for the positive feedback loop on the left half of the

transconductor in Figure 5.30. For convenience, the lengths of the pMOS mirror

devices are equal, so that its gain ratio K=WB/WA.

Stability Analysis: To determine the appropriate value of K, the stability of the

positive feedback loop would seem a natural starting point. Ignoring small-signal

output resistance and breaking the loop at the base of Q5, gives the DC small-signal
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loop gain as:29

L(0) =
gm5

gm3

gmB

gmA

α3

1 + gm5Rg

(5.51)

To make the dependence on K explicit, express the small-signal parameters in terms

of large-signal quantities using the square-law relationship of (3.9) and account for

the finite base current of Q5 as:

L(0) =
β5KεK

β5KεK − 1

1

1 +
ItllRg

nVT

(5.52)

where εK describes the error in K due to pMOS nonidealities as:

εK =
(λBVmir) (Vmir − VthB)

(λAVshift) (Vmir − VthA)
(5.53)

The first term of (5.52) is driven toward unity by ensuring that Q5 is biased

near its peak β and choosing LA,B as large as possible to mitigate the Early effect.

Despite radiation-induced degradation of β5 and ∆Vthp, the sizings of Figure 5.30

allow sufficient margin that this condition holds over a wide range. As a result, the

loop gain in (5.52) does not depend on K. Furthermore, because Q5 is degenerated

such that the product ItllRg controls the linearity of its output current, this quantity

is necessarily large compared to VT (i.e., ItllRg ' 4VT). So, the nominal L(0) is

comfortably below unity and the loop is unconditionally stable as long as all devices

remain in the desired operating regions.

Bias Currents: With loop stability inherent in the architecture of Figure 5.30, the

choice of K is a trade-off between the linearity of Gtll and the input bias current

of the transconductor. For the former, (5.46) advocates that β1,2K � |Itll+/Itll−|,
but since Itll ' 10Itll, values of K as low as 1/4 satisfy this inequality such that

max{V ′err/Vin}≤−90 dB, even with the anticipated β-degradation. Thus, to reduce

29Since the two loop nodes are both low impedance, one seeing the diode connection of MA
and the other the diode connection of Q5 (whose input is grounded during the calculation of
loop transmission), the effect of small-signal capacitances is negligible. Simulations confirm that
max{L(s)}=L(0) since the zero associated with CgdB is preceded by the dominant pole.
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the base current of Q3, which is the input bias current of the overall transconductor,

and to limit power dissipation, the final design favors K = 1/4. The corresponding

input bias current of ∼ 600 nA is still quite large, due the to low β of the substrate

pnp and increases with multiple unit cells in parallel, which explains why the LNA

output stage requires low-impedance followers (cf. Section 4.2.3.1).

5.5.1.2 Linearization

Despite employing translinearity in the form of this stable, low-current, positive

feedback loop to mollify transistor nonlinearities, residual distortion mandates a

series of additional modifications to Figure 5.29 in order to achieve the target SFDR.

Incorporated into the complete schematic of the first stage in Figure 5.31, such second-

order corrections include heterogeneous resistors, neutralization capacitors, and split-

collector matching.

Heterogeneous Resistors

In the general philosophy of Section 4.2.1, it is assumed that transferring responsibility

for V -to-I conversion from the inherent transconductance of transistors to on-chip

resistors such as Rg garners a net linearity improvement. But, the latter are not

perfectly linear either; for a given voltage across it, VR, a resistor of nominal value

Ro exhibits a non-linear resistance R(VR) that conforms to

R(VR)

Ro

= 1 +Kr1VR +Kr2V
2

R (5.54)

so its current can be expressed in a polynomial expansion of the form (4.29):

I(VR) = Go

(
VR −Kr1V

2
R −Kr2V

3
R

)
(5.55)

where the resistors are presumed linear enough to validate the approximation (1 +

x + x2)−1' 1 − x − x2. The differential signal path addresses the quadratic term of

(5.55), leaving the residual cubic to limit the overall distortion, depending on the size

of Kr2. Indeed, none of the BiCMCOS8 resistors offer sufficiently low coefficients to
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Figure 5.31: Full schematic of first stage of Figure 5.23, including degenerated and
cascoded tail current sources (Q9–Q12), neutralization capacitors (Q1N–Q4N) and
heterogeneous load resistors (R1/R2). The roles of Q1–Q4 are unchanged from
Figure 5.25.
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Figure 5.32: Heterogeneous implementation of Rg consisting of both unsalicided
polysilicon and n+ diffusion segments, depicted in purple and green and lumped
into R1 and R2, respectively.

satisfy the 90-dB requirement on the third-order products of Rg, even if implemented

as a set of series-connected segments.30

However, an examination of the voltage coefficients for various resistive layers

reveals variation in their signs, suggesting a solution. If Rg is divided into two

series segments, R1 and R2 in Figure 5.32, of nominal sizes Ro1 + Ro2 =Ro, which

are constructed from different materials so that coefficients of the former(latter) are

denoted Kr11 and Kr21(Kr12 and Kr22), then the effective coefficients of Rg are

Kr1 = G2
o

(
Kr11R

2
o1 +Kr12R

2
o2

)
(5.56a)

Kr2 = G3
o

(
Kr21R

3
o1 +Kr22R

3
o2

)
(5.56b)

Ideally, there would exist resistors with coefficients such that

Ro2

Ro1

=

∣∣∣∣Kr21

Kr22

∣∣∣∣ =

∣∣∣∣Kr11

Kr12

∣∣∣∣3/2 , where
Kr21

Kr22

,
Kr11

Kr22

< 0 (5.57)

30Of course, in the limit as the number of segments (M) approaches infinity, it becomes possible
to implement any resistance with sufficiently high linearity because the nonlinear contributions scale
down quickly as the VR across each segment drops. But, for practical M , it can be shown that
the coefficients of the BiCMOS8 resistors prevent Rg from being constructed homogeneously. In
contrast, the nonlinearity of the resistor primitive classes does not threaten the performance of the
LNA because Rd is smaller than Rg (by at least 4×) and occurs only once, rather than in every
transconductor, so M can be much larger for the same total die area.
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Figure 5.33: Complete decomposition of heterogenous Rg. To ensure symmetric
loading, the high-resistance polysilicon segments (in purple), each shielded beneath by
an n-well at supply potential, reside on the outside where they buffer the degeneration
nodes from the n+-diffusion segments (in green), whose junctions to the grounded
substrate present larger parasitic capacitances. Two parallel branches of twice the
target Rg improve matching to G4 of Stage 3 (cf. Footnote 18).

which would drive both Kr1 and Kr2 to zero; but such circumstances do not attend

the BiCMOS8 library. Yet, the cubic term is of utmost importance, so by choosing

those resistors whose coefficients come closest to satisfying (5.57) and sizing them

such that
Ro2

Ro1

= 3

√
Kr21

Kr22

(5.58)

(5.56a) is minimized and (5.56b) driven to zero. To this end, each half of the Rg

layout of places 264 squares of N+ diffusion in series with 2144 squares of unsalicided

polysilicon, as shown in Figure 5.33.

Neutralization capacitors

Even with a heterogeneous implementation of Rg, the dominant odd-order harmonic

of the overall transconductor at 3fo would remain greater than 90 dBc without

neutralization to counteract the nonlinear junction capacitances of Q1/Q2, which also
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afflict the degenerated tail current sources in the LNA input stage (cf. Section 4.2.4.1).

Here, the reversed-biased, signal dependent Cµ varactors siphon off a signal-

dependent portion of the base currents of Q1 and Q2 because their base terminals

experience the full input swing while their collector voltages are approximately

constant. To cancel this current before it degrades TLL linearity, neutralization

capacitors, implemented by the junction Cµ of Q1N-Q4N are cross-connected from

the bases of Q1/Q5 to the collectors of Q2/Q6 and vice versa and sized empirically

so as to provide the largest improvement in SFDR when accounting for parasitic

capacitors in addition to Cµ, including the collector-to-bulk capacitance, Csub. This

methodology produces Q1N–Q4N at four times the size of the main devices.

In Figure 5.34, the simulated spectrum of the TLL in Figure 5.31 confirms that

for a full-scale input, with ideal matching, the chosen K and Itll enable the TLL to

offer a ∼21-dB improvement in the SFDR compared to a standard degenerated pair.

Since subsequent operations introduce additional distortion, the third harmonic of

∼ 140 dB—at an optimization point that balances the limiting contributions of the

Rg and Q1N–Q4N—is not simply a luxury.

Split Collector Matching

In terms of even-order distortion, it is notable that the the split-collector configuration

of Q1/Q2 and Q5/Q6 shifts the burden of output current matching from T1 and

T2 to these device pairs themselves. First, consider the standard deviation of the

output current of the basic degenerated differential pair of Figure 4.3, Iout, when tail

current sources T1 and T2 are implemented as shown in Figure 4.19. σ{Iout} depends

critically on the mismatch between T1 and T2 according to

σ{Iout} = Iout

√
σ2{εvbe}+ σ2{εrsh}

1− σ2{εrsh}
4

(5.59)

where σ{εvbe}(σ{εrsh}) is the standard deviation of the normalized percent error in

the base-emitter voltage(sheet resistance) of the npn transistors(diffusion resistors)
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Figure 5.34: Harmonics of Ig for linearized first-stage TLL with a 100-kHz input
sinusoid at 1 VPP. In the simulated spectrum for the complete circuit in Figure 5.31
(in green), with k=1/4 and Itll = 20 µA, the third harmonic is reduced by 21.15 dB
from that of a differential pair with degeneration alone (in blue).

that comprise these sources.31

In contrast, σ{Itll} depends primarily on the uncertainty with which the tail

current on one side, say T1, is divided between Q1 and Q5. It is the randomness of

this partitioning, which reflects the correlated, area-dependent Vbe-mismatch between

Q1 and Q5, σ{∆VBE(Ae)}, that when added in quadrature with the uncorrelated

equivalent for Q2/Q6 determines the mismatch between the output current generated

31Normalized percent error accounts for the amount of voltage dropped across the degeneration
resistor in each tail source, VRd, by defining

εvbe =
VBE1 − VBE2

VRd
and εrsh =

Rsh1 −Rsh2

Rsho

The fact that the denominator of εvbe consists of VRd rather than VBEo encapsulates the key benefit
of the degenerated topology: for sufficiently large VRd, the value of the output current depends more
on the voltage across the resistor than on the VBEo of the cascode devices. So, as long as VRd>VBEo,
the effective percent error that matters in (5.59), namely εvbe, is lower than simply the raw percent
error of the npn VBE-mismatch, ∆VBE/VBEo.
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by the two sides as

σ{Itll} = Itll
σ{∆VBE(Ae)}√

2VT

(5.60)

Thus, to reduce even-order distortion at the output of the first stage, the matching of

Q1 to Q5 (and Q2 to Q6) is tightened by implementing each with multiple devices in

parallel, laid out in a compact common-centroid array. In contrast, the degeneration

and symmetric layout of T1 and T2 are not as critical as for the tail current sources

in the first stage of the LNA, only producing a second-order effect (i.e., a product of

small errors) through Itll in (5.60).

5.5.2 Second Stage

The intermediate current at the output of the first stage is folded from the collectors of

Q1/Q2 into the second stage by means of fixed pMOS mirrors. Since their flicker noise

adds directly to the signal currents, these must be sized exceedingly large (115/9.6)

and their channel lengths made as long as possible to increase their output resistance.

However, the effect of the latter on the overall linearity can be mitigated by keeping

their drain voltages constant.

This is accomplished as one of several modifications to the standard GGC of

Figure 5.27 when incorporating it into the core of the second stage, a simplified

version of which is depicted along with the folding mirrors M5/M6 in Figure 5.35. To

fix the common-mode level at the drains of M5/M6, a standard CMFB could have

been concocted. But, as in the case of the LNA output stage, its power dissipation

and stability problems are avoided by a more expedient method. To this end, the

GGC tail current source for IB has been eliminated and the shared emitter of Q1/Q2

instead biased with the same on-chip regulator that supplies the common-mode level

to Rl in the LNA. It can be shown that the use of the translinear principle in the

derivation of (5.47) only requires that the collector currents of its input pair, not

their emitter currents, be balanced. As long the Itll provided by the first stage is

symmetric around Itll =IB, the tail current source becomes extraneous.32

32Furthermore, to within the signal-dependent base current errors of the inner GGC pair, the
current that the regulator must source/sink hardly varies with the input signal. However, it must
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Figure 5.35: Simplified schematic of second stage of Figure 5.23. The roles of Q1–Q4
are unchanged from Figure 5.28, but: the IB tail source is replaced by a regulated
bias voltage (Vreg) that sets the input common-mode level; and IE and Ae3,4 vary in
order to tune the stage gain. Head current sources M5/M6 fold Itll into the GGC.

If the tail current of the TLL provides IB, theoretically it can be adjusted to

the change the GGC gain via (5.47). However, Section 5.5.1.1 and Section 5.5.1.2

reveal that its value is paramount for establishing both stability, via the second

term of (5.52), and linearity, via the Itll ratio in (5.46). In addition, changes in

IB must flow throughout the whole of the transconductor, whereas increasing Gm

by increasing IE provides power-efficient tuning, since the larger bias currents are

confined to the minimum number of branches—just those of the two GGC output

devices, Q3/Q4. Thus, it is preferable to program and trim the gain of the second

stage current amplifier via IE.33 Section 5.5.2.1 and Section 5.5.2.2 describe techniques

sink the entirety of IB from each transconductor, suggesting that tuning is best accomplished by
varying IE.

33It is the headroom requirement of the IE source that prohibits the use of super emitter followers
in the first stage: the drain voltages of M1-M4 in the super emitter-follower of Figure 4.11 are near
1 V but, even if the IE source is not degenerated, it must be cascoded for good common-mode
rejection, requiring >200 mV of headroom.
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Mode GGC Inner Pair Tail Current Sources

ID C
S1 S2 S3 S4 Ae S1a S2a S3a S4a S5a S6a IE

[Pos.] [Pos.] [Pos.] [Pos.] [µm2] [Pos.] [Pos.] [Pos.] [Pos.] [Pos.] [Pos.] [µA]

A 00 Off Off On On 0.15 On Off Off Off On On 6.67
B 01 On Off Off On 0.95 On On On Off Off Off 40.0
C 11 On On Off Off 5.40 On On On Off Off Off 240

Table 5.3: Configuration of nMOS GGC switches in each AAF mode. Those in the
inner pair maintain current density whereas those in the tail current sources program
GGC gain.

for enhancing the linearity of additional modifications required for this purpose.

5.5.2.1 Odd-Order Distortion

As the overall transconductance scales with IE, the size of Q3/Q4 must scale

accordingly, to maintain equality in (5.48) lest odd-order distortion increase. To that

end, each of these transistors is divided into a series of devices of incrementally larger

area, which can be activate/deactivated via switches between their shared emitters,

as indicated in Figure 5.36. By synchronizing switches S1 and S2, governed by the

2-bit control word C[0:1] (where C[0] is the LSB) with the discrete values of IE in

each bandwidth mode, IEA, IEB, and IEC, the effective area of the inner GGC pair

scales accordingly, leaving the current density unchanged. For the npn sizings shown

in Figure 5.36 and a nominal IE in Mode B of 40 µA, the patterns of Table 5.3 ensure

that
Ie3,4

Ae3,4

=
3.32µA

0.15µm2︸ ︷︷ ︸
Mode A

=
20.0µA

0.90µm2︸ ︷︷ ︸
Mode B

=
120µA

5.40µm2︸ ︷︷ ︸
Mode C

=
Ie1,2

Ae1,2

(5.61)

Straightforward in theory, in practice several considerations attend the design of

switches S1 and S2. In the full-blown schematic of Figure 5.37, they are implemented

with nMOS devices S1 and S2 and accompanied by complementary switches S3 and

S4, which connect the shared emitters to a static reference when the corresponding

device pair is deactivated so that all its terminals are at (approximately) the same

voltage. This choice of biasing limits TID effects by minimizing ∆Not and ∆Nit and
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the very presence of S3 and S4 prevents the shared emitters of inactive pairs from

otherwise floating, which would render them vulnerable to SEEs.

Deployment of nMOS devices in the signal path has previous been eschewed on

account of noise, nonlinearity, and radiation softness. By placing the switches at the

shared emitter of each pair, not only are such switch noise and nonlinearities relegated

to the common-mode path,34 but the output impedance of the transconductor remains

constant across all modes. To prevent the leakage adumbrated in Section 2.1.1.3, the

layout of the switches adopts an enclosed geometry described in Section 5.6.2.1.

Although pMOS switches would have alleviated this problem altogether, the lower

on-resistance of nMOS transistors is critical to the TLL principle. So, whereas S3

and S4 carry little current, and can therefore be of minimum size, the substantial tail

currents flowing through S1 and S2 when they are active demand that they: possess

a high W/L with minimum length; and are IE-scaled so as to ensure <1 mV drop at

the highest current densities (Mode C). Thus, S1 and S2 consume ∼78% of the total

GGC switch area.

5.5.2.2 Even-Order Distortion

The statistical methods with which the mismatch of bipolar transistors is convention-

ally characterized subsume the doping and etching uncertainties responsible for the

conditions of (5.49) and (5.50) into an effective ∆VBE =VBEa−VBEb for a pair of side-

by-side transistors Qa and Qb without surrounding dummies. When each transistor

is composed of m paralleled instances, the standard deviation of the effective ∆VBE,

which represents the mean junction voltage when the same VB and VE are applied

to the entire set, is given by the ensemble average rule applied to an equation of the

form of (4.30) [Pitman, 1993, p.146]:

σ2{∆VBE(Ae)} =

k2
1VBE

Ae

+ k2
2VBE(∆d)2

√
m

(5.62)

34As opposed to the MOS switches of a SC filter, the switches in the tail current source of the
GGC retain their state throughout normal operation. As such, the active switches carry DC current
which is, as detailed in Section 3.1.3.3, subject to the variability described by their drain flicker
noise.
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where Ae is the nominal area of each instance and ∆d is the drawn separation between

the centers of each complementary pair.

For the BiCMOS8B+ technology, the offset term of the resulting affine function

dominates (5.62) and is so large that, even for the m > 1 of Q1/Q2 and Q5–Q8

in Figure 5.36, (5.49) introduces a non-negligible Vos into the TLL. To combat this

inherent mismatch, degeneration resistors are inserted in the emitters of both the inner

and outer pair devices, as shown in Figure 5.38. These are sized so that in the overall

response, which takes the form of (5.59), the mismatch of the resistors (σ{εrsh}),
which through careful layout (cf. Section 4.3.1.2) can be made quite small, dominates

that of the transistor ∆VBE (σ{VBE}). Specifically, each is scaled in proportion to the

current density of its corresponding npn, indexed by x=1, 2, . . . 8, such that

VRdx = IExRdx = 100 mV > VT (5.63)

This level of static VRdx renders the normalized σ{εvbe} negligible, but the dynamic

drop is not large enough to limit the output current swing.

To confirm the efficacy of this technique, Figure 5.39 presents histograms from

50 Monte Carlo simulations comparing the levels of the second and third harmonic

relative to the fundamental both with and without the degeneration resistors. As

intended, the mean of the second harmonic drops by nearly 24 dB with degeneration

because their series-series feedback attenuates the impact of the intrinsic npn ∆VBE

mismatch. Additionally, the level of the third harmonic, through already within

specification, is also slightly improved by this technique because the discrete resistors,

which are sized to precisely mimic the emitter area scaling, dominate the equivalent

emitter resistances used to capture intrinsic parasitics, not all of which scale with

Ae. The current density matching prescribed by (5.48) for low odd-order distortion

assumes ohmic resistances that behave like the former (cf. Footnote 25).

5.5.3 Common-Mode Feedback

The final component of the transconductor is a set of loads at its output which

reclaim the common-mode component of the output current (Iout) so that only the



5.5. IMPLEMENTATION 337

S
1

C
[0
]

S
2

C
[1
]

I E

V
re
g

Q
1

m
:6

Q
3

m
:1

Q
5

m
:5

Q
7

m
:3
0

I t
ll
+

I o
u
t+

Q
2

m
:6

Q
4

m
:1

Q
6

m
:5

Q
8

m
:3
0

I t
ll
—

I o
u
t—

R
d
3

R
d
5

R
d
1

R
d
7

R
d
4

R
d
6

R
d
2

R
d
8

F
ig

u
re

5.
38

:
L

in
ea

ri
ze

d
G

G
C

w
it

h
re

si
st

iv
e

d
eg

en
er

at
io

n
.

F
or

si
m

p
li
ci

ty
,

cu
rr

en
t-

d
en

si
ty

-m
at

ch
in

g
sw

it
ch

es
ar

e
re

p
re

se
n
te

d
as

in
F

ig
u
re

5.
36

.
T

h
e

d
eg

en
er

at
io

n
re

si
st

or
s

ar
e

sc
al

ed
ac

co
rd

in
g

to
(5

.6
3)

to
p
ro

v
id

e
∼

10
0

m
V

d
ro

p
s

in
ea

ch
em

it
te

r.



338 CHAPTER 5. AAF DESIGN

 

 

-1
08

.0
dB

−1
4.

20
dB

−1
30
−1

20
−1

10
−1

00
−9

0
−8

0
02468101214161820

 

 

-8
3.

3
dB

-1
07

.0
dB −2

3.
70

dB

−1
20
−1

10
−1

00
−9

0
−8

0
−7

0
−6

0
02468101214161820

3r
d

ha
rm

on
ic

am
pl

it
ud

e
[d

B
c]

Counts[total=50]
 

 

-1
08

.0
dB

−1
4.

20
dB

−1
30
−1

20
−1

10
−1

00
−9

0
−8

0
02468101214161820

2n
d

ha
rm

on
ic

am
pl

it
ud

e
[d

B
c]

Counts[total=50]

 

 

-8
3.

3
dB

-1
07

.0
dB −2

3.
70

dB

−1
20
−1

10
−1

00
−9

0
−8

0
−7

0
−6

0
02468101214161820

St
an

da
rd

D
eg

en
er

at
ed

St
an

da
rd

D
eg

en
er

at
ed

F
ig

u
re

5.
39

:
M

on
te

C
ar

lo
an

al
y
si

s
of

im
p
ro

ve
d

G
G

C
m

is
m

at
ch

w
it

h
d
eg

en
er

at
io

n
in

M
o
d
e

B
.

F
or

th
e

sa
m

e
in

p
u
t

si
n
u
so

id
as

in
F

ig
u
re

5.
34

(1
00

k
H

z,
1

V
P

P
),

th
e

m
ea

n
of

th
e

se
co

n
d
(t

h
ir

d
)

h
ar

m
on

ic
am

p
li
tu

d
e

d
is

tr
ib

u
ti

on
ob

se
rv

ed
at

th
e

tr
an

sc
on

d
u
ct

or
ou

tp
u
t,

in
d
ic

at
ed

b
y

a
d
as

h
ed

li
n
e,

d
ro

p
s

b
y

ov
er

23
d
B

(1
4

d
B

)
w

h
en

G
G

C
d
eg

en
er

at
io

n
re

si
st

or
s

ar
e

em
p
lo

ye
d
.

S
im

il
ar

im
p
ro

ve
m

en
ts

ar
e

ga
rn

er
ed

in
M

o
d
es

A
an

d
C

(n
ot

p
ic

tu
re

d
).



5.5. IMPLEMENTATION 339

differential component, Iout, is exported. Since the high output resistance of the

transconductor is critical to opamp noise suppression in the Gm-C-Opamp integrator

(cf. Section 5.3.1.2), the common-mode loads should be active, low-noise, and capable

of sufficiently regulating the common-mode output voltage of the transconductor

so that the common-mode input voltage of the subsequent opamp is well-defined.

Furthermore, since the bias current in the GGC output stage scales with fp, the load

currents must be switched in step with IE in each mode.

A conceptual representation of the load circuit is portrayed in Figure 5.40. As

the only true sense-and-return CMFB loop in the front-end, the stability and power

consumption of such a network, heretofore avoided, must be optimized through careful

design. With regard to the area and power penalty, the following observation about

the biquad in Figure 5.8 is seminal: each unit transconductor feeds the input nodes

of an opamp.

Thus, the circuit within the green box of Figure 5.40—the CMFB amplifier—need

only be instantiated once per opamp; each occurrence is shared by all transconductors

driving a given opamp input. The elements in the blue box—the CMFB loads—source

the common-mode current for a single transconductor, so their multiplicity exhibits

a one-to-one correspondence with the number of transconductors driving a given

opamp input. Section 5.5.3.1 examines the design of the CMFB amplifier whereas

Section 5.5.3.2 describes the saturated pMOS transistors that provide the active loads.

5.5.3.1 Shared Amplifier

To conform with the common-centroid array in which the transconductors themselves

are arranged (cf. Section 5.6.1.3), it is advantageous to divide the CMFB amplifier in

half. Together, the two circuits in Figure 5.41 comprise the single CMFB amplifier

A1 whose output, Vcntclm+, is the mirror voltage that drives the gates of the loads in

Figure 5.40.

Since the mirrored current must match IE in each mode to set V out accurately,

the tail source that originates ICM is divided into three parallel branches so as to

mimic the tripartite implementation of the IE source in Figure 5.37. The polarity
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Figure 5.41: Implementation of CMFB amplifier in Figure 5.40. It is partitioned
into ‘A’ and ‘B’ halves across which the IE sources are asymmetrically distributed.
Although the amplifier is fully differential, its load is not: Vcntlcm− is only used for
neutralization (cf. Section 5.5.3.2).
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Mode pMOS Loads Neutralization

ID C
S7a S8a S9a S10a IE S11a S12a S13a S14a

[Pos.] [Pos.] [Pos.] [Pos.] [µA] [Pos.] [Pos.] [Pos.] [Pos.]

A 00 Off Off On On 6.66 Off Off On On
B 01 On On Off Off 40.0 On On Off Off
C 11 On On Off Off 240 On On Off Off

Table 5.4: Configuration of pMOS load switches in each AAF mode (cf. Figure 5.44).
Their operation matches the load current, which is mirrored from the bias current set
by switches in the CMFB amplifier (cf. Table 5.5), to the GGC IE.

Mode Tail Current Sources pMOS Load Mirrors

ID C
S1b S2b S3b S4b S5b S6b ICM S7b S8b S9b S10b

[Pos.] [Pos.] [Pos.] [Pos.] [Pos.] [Pos.] [µA] [Pos.] [Pos.] [Pos.] [Pos.]

A 00 On On On Off Off Off 40.0 On On Off Off
B 01 On On On Off Off Off 40.0 On On Off Off
C 11 On Off Off Off On On 40.0 Off Off On On

Table 5.5: Configuration of CMFB amplifier switches in each AAF mode (cf.
Figure 5.41). The mirror switches work with those in the pMOS loads (cf. Table 5.4)
to scale the ICM set by the tail source switches so as to match the GGC IE.

of nMOS switches S1b–S6b, which govern ICM, and pMOS switches S7a–S10a(S7b–

S10b) in the loads(CMFB amplifier), which govern the slave(master) devices of the

CM current mirror, are assigned such that the bias current of the CMFB amplifier in

each mode is constant (cf. Table 5.4 and Table 5.5). That way, even when the GGC

in the core is running at the highest IE (Mode C), the CMFB amplifier is biased at a

lower current (that of Mode B), which is then amplified through the mirror ratio of

the pMOS loads, saving power.

Although constant bias current certainly helps, the stability of the CMFB loop is

not strictly mode-agnostic; Mode C, in which both the capacitive load on the M1a–

M4a pairs and their transconductance are maximal, presents a worst-case stability

scenario for this power-conscious biasing scheme. In this mode, Figure 5.40 simplifies

to Figure 5.42, with the help of Figure 5.41, isolating the elements necessary for a

small-signal stability analysis. Assuming perfect matching and omitting the ‘a’ and
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‘b’ designators for simplicity, the loop gain is approximately

L(s) ' 2gm9

2gm2 + sCcntlcm

4 (gm1 + gm3)

4 (go1 + go3 + gggc) + sCoutn

(5.64)

Using (5.64) to express the DC gain as well as the dominant (p0) and non-dominant

(p1) poles of the loop gain in terms of the device transconductances and capacitances

yields

L(0) ' gm9 (gm1 + gm3)

gm2 (go1 + go3 + gggc)
(5.65a)

p0 ' 4
go1 + go3 + gggc

Coutn

' go1 + go3 + gggc

Cdb1 + Cdb3 + CggcCL/4
(5.65b)

p1 '
gm2

Ccntlcm

' gm2

Cgs2 + 2
(
Cgs1 + Cgs3 + C ′gd1 + C ′gd3

) (5.65c)

where the contributions to Coutn include the common-mode output capacitance of the

GGC (and Cggc) and a lumped element representing any extrinsic common-mode load

capacitance (CL). The contributions to Ccntlcm include the gate-to-drain capacitances

of the loads, subject to Miller multiplication and, hence, primed in (5.65c). It is

evident that the load sizing is critical to phase margin, as higher gm1,2,3 increases p1

without changing L(0), whereas larger Cgs1,2,3 and Cgd1,3 reduce p1. But, CMFB loop

stability is just one of several complications in the load design that are presented in

the next Section.

5.5.3.2 pMOS Loads

Over the full tuning range of IE, the pMOS load devices in Figure 5.43 must be

properly sized so as to: keep the total output noise below that of the GGC; remain

saturated even in Mode C, when their overdrive is highest; ensure stability of the

CMFB loop whose gain(non-dominant pole) is set by their output resistance(gate

capacitance); and provide high output resistance, to accurately realize the GGC Gm

and unilateralize opamp noise. These aims must be meet under two constraints

imposed by the transconductors: the maximum area of the loads is driven by the
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Figure 5.43: Transconductor loads of Figure 5.40 with simplified switching. Final
sizes of M1a–M4a shown.

need for them to reside within the area allotted to each unit transconductor; and

their fixed bias current levels in each mode are set by the IB(IE) of the first(second)

stage.

First consider headroom. Increasing the load widths reduces their overdrive,

improving the Vout swing and avoiding triode operation. But, it also destabilizes

L(s) since, according to (5.65), L(0) and p0 are unchanged,35 but p1 drops

because gm ∝
√
W whereas Cgs ∝ W . To counteract this effect, the gate length

should be scaled inversely with W . Such area-constrained sizing is not only

more compatible with layout restrictions, but keeps the gate capacitances fixed

while increasing gm(go) thereby improving loop stability through simultaneously

increasing(decreasing) p1(L(0)).

However, reduction of L cannot be carried out arbitrarily far because a weaker

L(s) degrades the precision of the CMFB and, for fixed drain currents, the flicker

noise power is proportional to 1/L2 (cf. Footnote 30 of Chapter 4). Thus, in the final

design, the pMOS loads are based on a unit size of 18/3, which provides plenty of

margin over the minimum required to remain in saturation (min{W/L}=3.5) at the

expense of moderate flicker noise.

At these sizes, the loop stability depends on CL not only through its effect on p0

35The GGC contribution to Cout dominates that of Cdb1 and Cdb2. Plus, go1 and go3 increase
slightly with larger W , so there is little net effect on p0.
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in (5.65b) but through a more insidious avenue: the Miller multiplication of C ′gd1 and

C ′gd3 in (5.65c). Specifically, it can be shown that the effective admittance of these

terms depends on CL via

C ′gd1,3 = Cgd1,3

(
1 +

gm1,3

go1,3

)1 + s
CL

go1,3 + gm1,3

1 + s
CL + Cgd1,3

go1,3

 (5.66)

Due to the denominator, larger(smaller) CL attenuates(enhances) the Miller gain,

thereby increasing(decreasing) p1 and improving(degrading) loop phase margin.

Since the load capacitance seen at the inputs of the opamp varies with the number

of unit-transconductors in the integrator, and since the corresponding metal lines

cover a lot of die real estate, such sensitivity of the CMFB loop to CL is perilous.

To remedy it, neutralization devices M11/M12 are cross-coupled between the output

nodes of each transconductor. Visible in the full schematic of Figure 5.44, these are

only weakly accumulated, so the predominant cancellation comes via their overlap

capacitances.36 In the absence of a channel, such parasitics do not match the Cgd

of saturated M1a–M4a, so the sizing of M11/M12 is iteratively optimized to yield

maximum loop phase margin in Mode C. But, even though theory dictates that

stability is only of concern in Mode C, switches S11a–S14a, which along with S7a–

S10a are shown in Figure 5.44 to contain pMOS devices immune to radiation-induced

leakage, also activate the neutralization in Mode B as a precaution against excessive

TID degradation.

5.6 Layout

Many of the same techniques discussed in Section 4.3 are at play in the layout of

the AAF. In particular, matching of transistors and resistors is pursued through

compact, well-dispersed, common-centroid interdigitation and symmetric wiring, at

36The gates of M11/M12 are tied to the output nodes and their sources/drains to the control lines.
This orientation prevents stray noise injection and allows the neutralization capacitors, as well as
the pMOS switches that govern them, to share a common well, conserving area.
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the expense of burgeoning area. Likewise, both minority- and majority-carrier guard

rings are liberally employed, particularly because the presence of nMOS devices in

both the transconductor CMFB amplifier and opamp introduce the potential for an

p-n-p-n structure like that of Figure 2.28(a) to form. Extending these techniques

to the AAF involves additional protections to account for the increased mismatch

over its sprawling extent, which are detailed in Section 5.6.1, and the introduction

of switches, the TID-induced leakage of which (cf. Figure 2.12) is remedied through

non-standard geometries described in Section 5.6.2.

5.6.1 Matching

Whereas Section 4.3.1 demonstrates techniques for reducing mismatch between the

devices that comprise the LNA, namely transistors and resistors, the additional levels

of hierarchy in the AAF require the matching of more abstract blocks, particularly

the transconductor and capacitor unit elements. In addition, since the area consumed

by the AAF is over forty times that of the LNA, the routing distances of critical

signals cannot be neglected. Solutions for each of these challenges are provided in the

remainder of this section.

5.6.1.1 Reference Distribution

The sources of IB and IE in each transconductor should be slaved to a pair of master

reference currents distributed cleanly and accurately across the chip so that when

tuning fp, all the transconductance terms in (5.16) scale by the same factor. Ideally,

each transconductor would receive these references on a dedicated pair of lines that

transmit them in current-mode to alleviate losses associated with mismatch in the

resistive wiring parasitics. However, since such lines cannot be shared by multiple

unit-transconductors, the size of the wiring for unit-specific referencing is unwieldy.

Instead, as depicted in Figure 5.45, these references—along with the lone reference

that supplies all static currents in the front-end, IO—are buffered in triplicate as they

enter the chip symmetrically and shipped in current-mode to reference generators in

each cell. These local generators are responsible for converting IB(IE) into a pair of
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voltage-mode signals, Vbmstb and Vtmstb(Vbmste and Vtmste) that are then distributed to

all transconductors in the stage. The cascaded filter architecture decouples the AAF

poles so that interstage Gm-mismatch is less deleterious.

For each reference current, this pair of voltages bias a top-rail pMOS cascoded

current mirror, the masters of which lie in the reference generator, depicted in

Figure 5.46, whereas a set of slaves resides in each transconductor. Although the

use of pMOS devices eliminates mismatch from voltage drops along these four lines,

the long distances between the masters and slaves (∆d in (4.30)) implies that their

Vthp are unlikely to match. To minimize this effect, an identical layout cell is used for

the masters and slaves—it is merely duplicated as necessary to affect a mirror ratio

that reduces the current flowing in all reference branches to (nominally) 10 µA so as

to conserve power. As is evident in Chapter 6, the achieved pole locations of the final

AAF confirm the efficacy of this reference distribution technique.

5.6.1.2 Comb Capacitors

The AAF capacitors enumerated in Table 5.2 are constructed from a unit-sized comb

capacitor in metal layers 1 through 4 that, as is clear from the views in Figure 5.47,

relies on lateral, rather than vertical, flux between one-dimensionally interdigitated

metal lines to realize linear capacitance of moderate density [Samavati et al., 1998].37

Since only the lateral dimension is well-controlled in any manufacturing process

[Hastings , 2006, p.245], such construction minimizes oxide growth and etch effects

that would otherwise degrade the matching between capacitors in each stage of the

filter [Shyu et al., 1984, p.949].38

Errors associated with oxide growth, which affects both the thickness and

37Compared to a capacitor constructed from joining the source and drain of an MOS transistor
[McCreary , 1981], metal comb capacitors offer enhanced linearity at the expense of lower densities.

38Although BiCMOS8B+ also offers a comb capacitor with two-dimensional interdigitation, which
leverages vertical flux to obtain higher densities, the manufacturer offers no circuit model of this
element. A first-order model of its capacitance obtained from a (Poisson) field solver indicates that
its wider pitch and use of Metal 5 in place of Metal 1 result in an area savings of only ∼20%, rather
than the anticipated factor of two. Despite the large filter capacitors required, the higher matching
accuracy and available circuit model of the lateral-flux comb outweigh this modest size reduction in
the construction of a high-fidelity filter.
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Figure 5.46: Schematic of local reference generators for IB and VbmstB/VtmstB in each
stage of Figure 5.45. Identical circuitry also generates VbmstO/VtmstO(VbmstO/VtmstO)
from IO(IE).

permittivity of the dielectric, and etch rates, which act along its edges to define the

lateral dimensions of the capacitor, can be described by an equation of the form of

(4.30) because both processes exhibit local(global) variations whose autocorrelation

is narrow(wide) in ∆d, corresponding to a white(pink) noise spectrum over high(low)

spatial frequencies [Shyu et al., 1984, p.949]. But, in most processes global effects

dominate. So, it is advantageous to construct each of the large filter capacitors from

an array of unit elements and accept smaller area in the first term of (4.30) in an

effort to minimize ∆d in the second term, or eliminate it altogether through the use

of common-centroid arrays.

An example—the array comprising the matched capacitors in the lossless in-

tegrator of Stage 1—is shown in Figure 5.48. To match the horizontal pitch of

the stage, each unit capacitor (3.17 pF) is rectangular at 248 µm x 35 µm rather
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(a) Schematic highlighting Stage 1 comb cap pair.
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(b) Layout of Stage 1 comb caps.

Figure 5.48: Example layout of metal comb capacitor array that realizes matched
capacitors in Stage 1 with value C2. Dummy capacitors shown in gray.
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than square at 50 µm x 50 µm as in the optimal case [Shyu et al., 1984, p.952].

In light of the non-minimum perimeter-to-area ratio of the rectangular geometry

[Hastings , 2006, p.301], edge effects are addressed through the use of dummy metal

stacks around the perimeter of the array. Along with the dual protection of both a

supply-driven n-well that extends well beyond the edges of the array and a polysilicon

shield connected to the bottom plate, these dummies complete a suite of electrostatic

shielding mechanisms aimed at reducing: stray fringing fields that limit capacitor

accuracy; destabilizing coupling to nearby signal lines; and noise injection from the

substrate. In lieu of a top-metal field plate to complete the electrostatic seal, signal

lines and metal fill are completely excluded from the regions over these capacitors.

5.6.1.3 Transconductor Array

Not only are common-centroid arrays that follow the rules of Section 4.3.1.1 used to

implement each set of matched transistors within the unit transconductor layout, but

within each stage, the unit cells themselves can be arranged in such a fashion so as

to minimize those gradients with long correlation distance.

The transconductors come in four flavors, tabulated in Table 5.6. Versions A and

B each contain one half of the CMFB amplifier corresponding to Figure 5.41(a) and

Figure 5.41(b), respectively. Along with version C, which need not have any CMFB

circuitry as long as there is one A cell and one B cell connected to the same opamp

input, these exhibit the default value Gmo =5 µS. The fourth variety only appears in

Stage 3, where Table 5.2 indicates that Gmo =2.5 µS is required (cf. Footnote 18).

Denoting each unit cell with the number of the aggregate transconductor it

implements (see Table 5.2) and the version letter of its layout (see Table 5.6),

Figure 5.49, Figure 5.50 and Figure 5.51 present block diagrams of each stage

featuring its dense, achiral common-centroid transconductor array. In addition,

these indicate the placement of: the stage-specific IB and IE reference generators

described in Section 5.6.1.1, denoted GR1 and GR2, which each contain copies of

the on-chip regulator; the opamps A1 and A2, denoted OP1 and OP2; the stage-

specific IO reference generators for the opamps, denoted OR1 and OR2, which also

contain buffers for the digital signal C[0:1]; and the capacitor arrays exemplified by
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Properties Instances per stage

ID CMFB?
Gmo

a Rg Stage 1 Stage 2 Stage 3

[µS] [kΩ] [#] [#] [#]

A Yes 5 200 2 2 2
B Yes 5 200 2 2 2
C No 5 200 2 4 3
D No 2.5 400 0 0 1

a Unit value of Gmo =5µS for Mode B is assumed.

Table 5.6: Layout variations of unit transconductor cell.
CMFB circuitry is only present in flavors A and B, one of
which must consequently be present in each integrator.

Figure 5.48.

5.6.2 Radiation Tolerance

The techniques described in Section 4.3.2 in the context of mitigating transistor-level

TDEs and SEEs in the layout of the LNA are germane to and pervasive throughout the

AAF layout as well. In particular, frequent guard rings and substrate-tap rings isolate

the common-centroid arrays representing each set of matched transistors from one

another. However, the presence of nMOS switches in the core of the transconductor

to affect bandwidth programming introduces a heretofore unresolved sensitivity to

the IL effects described in Section 2.1.1.3. A widely known MOS layout geometry

that confers immunity to TID-induced leakage, the enclosed-terminal device, is

described in Section 5.6.2.1, whereas Section 5.6.2.2 examines additional steps aimed

at mitigating ASETs.

5.6.2.1 Switch Leakage

As noted in Section 2.1.1.3, Ifox is predominantly responsible for the increased IL

exhibited by MOSFETs under total-dose irradiation. Since, in a standard layout,

FOXFET current flows between the source and drain near the edge shown in
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Figure 5.49: Block diagram of Stage 1 layout that implements Figure 5.13(b)
architecture with unit-cell elements whose multiplicities are given in Table 5.2. For
clarity: local bias voltages derived from IO,B,E—namely VbmstO,B,E and VtmstO,B,E—are
grouped into a single bus (Vbias1), as are Vcm1 and Vcm2 (Vcm); and signals internal to
the stage, including those of CMFB amplifier and voltage regulator, are omitted.
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Figure 5.50: Block diagram of Stage 2 layout that implements Figure 5.13(b)
architecture with unit-cell elements whose multiplicities are given in Table 5.2. For
clarity: local bias voltages derived from IO,B,E—namely VbmstO,B,E and VtmstO,B,E—are
grouped into a single bus (Vbias2), as are Vcm1 and Vcm2 (Vcm); and signals internal to
the stage, including those of CMFB amplifier and voltage regulator, are omitted.
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Figure 5.51: Block diagram of Stage 3 layout that implements Figure 5.13(b)
architecture with unit-cell elements whose multiplicities are given in Table 5.2. For
clarity: local bias voltages derived from IO,B,E—namely VbmstO,B,E and VtmstO,B,E—are
grouped into a single bus (Vbias3), as are Vcm1 and Vcm2 (Vcm); and signals internal to
the stage, including those of CMFB amplifier and voltage regulator, are omitted.
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Ifox

Device edge

Polysilicon

n+ Diffusion

Contact

Metal 1

(a) Standard layout.

(b) Annular layout. (c) Enclosed-terminal layout.

Figure 5.52: Examples of low-leakage nMOS transistor layouts. As compared to
(a) the standard layout, both the (b) annular and (c) enclosed-terminal variations
mitigate the flow of Ifox along the device edge by interposing thin gate oxide along
all such paths. After [Wang , 2009, p.199].

Figure 5.52(a), where the thin oxide beneath the polysilicon gate abuts the field-

oxide of the isolation structure (be it LOCOS, STI, etc.),39 the literature is rich with

alternative transistor layouts that doctor this edge to varying degrees [Alexander ,

1996; Anelli , 2000; Giraldo, 1998; Nowlin et al., 2004].

Annular Layout: Of oldest lineage,40 the axially symmetric nMOS layout in

39In LOCOS technologies, a distinction is often made between Iedge, which flows in the ’edge’
transistor adjacent to the main device and is defined by the non-uniform region of field oxide in
the bird’s beak, and Ifox, which flows in parallel but through the FOXFET further from the main
device where the field oxide thickness is maximum [Lacoe, 2003, p.64–65]. For compatibility with the
trench isolation schemes of BiCMOS8 (cf. Section 2.1.1.3), this discussion merges the two currents
into Ifox, defined as any current flowing beneath field oxide adjacent to the main device. Of course,
most of Ifox flows along the device edge.

40Applications for annular transistors predate the interest in radiation-hardened electronics,
arising from a desire to increase MOS speeds by reducing drain (output) capacitance, Cgd, which



360 CHAPTER 5. AAF DESIGN

Figure 5.52(b), known alternately as an annular, re-entrant, closed-geometry, or

enclosed-layout transistor (ELT) [Lacoe, 2003, p.79], eliminates the problematic

edge altogether, ensuring that no field oxide abuts the gate [Snoeys et al., 2002].

However, at this extreme of leakage suppression there are extreme costs,41 in

that the annular geometry: incurs a substantial area penalty [Lacoe, 2003, p.80],

owing to restrictions on its minimum size in order to satisfy design rules [Anelli ,

2000, p.105]; presents an extremely asymmetric channel conductance depending

on whether the source our drain terminal is enclosed [Anelli et al., 1999, p.1693];

encounters a fundamental mismatch limit unobserved in standard layouts, even

for arbitrarily large sizing [Anelli et al., 1999, p.113–132]; and exhibits larger

net Cg and Csb than a standard layout [Alexander , 1996, p.18].

Enclosed-Terminal Layout: A more recently developed geometry [Nowlin et al.,

2004], the enclosed-terminal layout shown in Figure 5.52(c), departs much less

wildly from the standard in Figure 5.52(a). Ringing a single terminal of the

basic nMOS,42 it does not completely eliminate the edge, but ensures that

any current flowing through it must first pass under the thin gate oxide. As

noted in Section 2.1.1.3, this oxide accumulates much less ∆Not than the field

oxides, so the flow of Ifox is be choked down to the level of Isub. Insofar as

the latter is small, the net drain-to-source leakage can be reduced by several

orders of magnitude [Nowlin et al., 2005, p.2498]. Compared to the annular

device, this leakage suppression is attended by fewer nonidealities since the

enclosed-structure, more closely resembling a standard two-edged layout, is:

less asymmetric, accompanied by less parasitic capacitance, and more easily

is often Miller multiplied (cf. Section 5.5.3.2). Since this capacitance arises along the perimeter
of the polysilicon gate and drain diffusion, and since the circle has the smallest perimeter-to-area
of any two-dimensional geometry, the annular transistor offers the lowest Cgd-per-unit-width of
any structure. The speed improvement is not without drawbacks, as Cgs increases substantially
[Hastings, 2006, p.462–463].

41At the opposing extreme, and not considered here, is the so-called dog-bone geometry
[Alexander , 1996, p.18]. Least intrusive in terms of modifying the behavior of the main
transistor, this approach simply widens the polysilicon overhang to increase(decrease) the effective
length(strength) of the FOXFET gate, which reduces, but does not completely eliminate, Ifox.

42In many applications, including digital logic, the nMOS source terminal is grounded so it can
more readily accommodate the increased capacitance associated with being ringing in polysilicon.
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modeled.43

For these reasons, each of the nMOS switches in the GGC adopt the enclosed-

source layout of Figure 5.52(c). The dissertation of Wang [2009, p.198–204], who

constructed the devices used in this work, provides a brief but insightful review of

the specifics of the enclosed geometry. Of note for conforming to sound and well-

established design practices are the use of minimum polysilicon dimensions required

for manufacturability and the chamfering of the corners along the inner perimeter of

the gate, since sharp elbows can intensify the local electric field, degrading reliability

[Hastings , 2006, p.462]. Generating results nearly identical to those of [Nowlin et al.,

2005, p.2498], which are reproduced in Figure 5.53 for reference, Wang [2009] has

conducted radiation testing of representative samples up to 2 Mrad(Si) and validated

that the IL of these enclosed-source nMOS devices is nearly six orders of magnitude

lower than those adopting the standard BiCMOS layout.

5.6.2.2 SEE Prevention

The presence of both nMOS and pMOS transistors in the blocks of the AAF are

cause for SEL concern. Thus, in addition to the gain-spoiling guard rings and

frequent substrate tapping employed in the LNA, the AAF layout also enforces large

separations between banks of the two MOS flavors. In fact, the area penalties that

accompany the linearized transconductor design are a boon to this cause—with each

unit transconductor occupying approximately 300 µm x 300 µm there is ample room

to separate the MOSFET arrays so as to increase(decrease) the effective Wb(β) of the

parasitic bipolars in Figure 2.28.

SPDT Switching: Likewise, the AAF extends the ASET precautions of the LNA

beyond the SET-tolerant common-centroid arrays of Figure 4.30 (which remain a

43The ease of modeling is critically important when abnormal layout geometries are employed,
since the models provided to the circuit designer by the foundry only apply to transistors drawn in
standard fashion [Wang , 2009, p.199]. Although models for the effective W/L of both the annular
[Giraldo, 1998] and enclosed-terminal [Nowlin et al., 2005] variations have been developed, each
requires empirical fitting parameters. Through judicious placement, all non-standard device layouts
are confined to the common-mode path so as to alleviate the impact of such modeling uncertainties
on the performance of the front-end.
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Fig. 6. Linear-mode I � V curves for standard two-edged NFETs with
W=L = 128=1 and 2=16, showing the post-rad increases in drain-to-source
leakage current.

Fig. 7. The two-edged 128/1 NFET drain leakage current increases with total
dose, but begins to saturate above 100 krad(SiO ). The edge leakage current
scales linearly with 1/L, as shown for 300 krad(SiO ) data in the inset.

the onset of strong inversion along the edge channel. Further-
more, the edge leakage current in two-edged transistors is in-
dependent of the transistor . Instead, it scales in inverse pro-
portion to the channel length, since the current flows along the
gate edge. A plot of the edge leakage current at 300 krad(SiO )
versus is shown in the inset of Fig. 7 to illustrate the linear
dependence on .

Fig. 8 shows the linear-mode - results for the 128/1 and
2/16 ringed-source transistors. In these ringed-source transis-
tors, there is no drain-to-source edge-leakage short, as in Fig. 6.
So it appears the polysilicon ring has done its expected job and
eliminated the edge leakage path. However, we do observe a
total-dose-induced increase in drain current, not in the large-
drive FET, but very definitely in the small-
drive FET. We also see the development of a
sharper knee in the 2/16 - characteristic around the point

Fig. 8. Linear-mode I -V curves for two ringed-source transistors. The
higher current 128/1 device shows no observable degradation, while the smaller
W=L = 2=16 shows increases in drain current and transconductance with
total dose.

of strong inversion. Similar results were obtained for the dual-
drain ringed-source transistors.

These effects are more subtle than the leakage observed in
two-edged transistors, and they have little or no impact for dig-
ital circuitry. However, in analog design, the impact often enters
through the transconductance

(2)

where is the channel mobility and is the gate oxide capac-
itance. We plot in Fig. 9 the pre-rad and post-300-krad transcon-
ductance versus . The peak transconductance increases dra-
matically, and the inset shows the total-dose evolution of the
peak transconductance value. Most of the increase in comes
at total-doses above 100 krad, where the edge device reaches
inversion (Fig. 7).

The proportionality in (2) holds only for the pre-rad case,
when the edge current is negligible and the linear mode

is given to first order by

(3)

where is the threshold voltage. When significant edge current
flows, as it does near the point of peak in the post-rad case,
(3) must be modified to include additional edge current, viz.,

(4)

where the edge current depends on device geometry, bias, and
dose. We might expect this edge current in the ringed-source de-
vice to scale as , as it does in the two-edged case. However,
our data show this is not the case.

To illustrate, we plot in Fig. 10 the pre-rad and post-300
krad(SiO ) magnitude of the drain current at a constant
0.64 V near the knee current (where the transconductance
takes its peak value). The current is divided by and
plotted against . As in Fig. 4, for the pre-rad case, the

(a) Standard nMOS.
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(b) Enclosed source nMOS.

Figure 5.53: Measured leakage suppression of enclosed-source nMOS. For both large
(128/1) and small (2/16) devices, the ID-VGS curves reveal six orders of magnitude
more IL at 300 krad(Si) for (a) standard nMOS layouts than (b) their enclosed-source
counterparts. Reproduced in toto from [Nowlin et al., 2005, p.2498].

fixture in the signal path layout) to account for the presence of digital switches.

Contrasting the switch configurations of Figure 5.54, the use of a single nMOS switch

in Figure 5.54(a) to disconnect one branch of the GGC IE current source leaves

the emitter of Q11a or Q13a floating. Floating nodes, which possess no DC return

path, can accumulate enough charge from an ion track that their associated junctions

temporarily activate, drawing unwanted current and glitching the shared bias line.

To limit ASETs, it is imperative that, regardless of the bandwidth mode, no floating

node are permitted within the transconductor.

Thus, both the nMOS switches in the GGC and the pMOS switches in the CMFB

and its loads, are constructed as complementary pairs, like that of Figure 5.54(b).

By ensuring that every switched node is driven by a low-impedance source both

when active and inactive, this technique amounts to using single-pole, double-throw

(SPDT) switches in all instances.



5.6. LAYOUT 363

Vbcasa

Vtcasa m:1

Q10a

m:1

Q9a

Vtail1

IEA

S1a

m:2

Q12a

m:2

Q11a

Vtail2

IEB

S2a C[0]

m:3

Q14a

m:3

Q13a

Vtail3

IEC

S3a C[0]

(a) SPST switching.

Vbcasa

Vtcasa m:2

Q12a

m:2

Q11a

Vtail2

IEB

C[0]S2a S5a C[0]

m:3

Q14a

m:3

Q13a

Vtail3

IEC

C[0]S3a S6a C[0]

m:1

Q10a

m:1

Q9a

Vtail1

IEA

S1a S4a

(b) SPDT switching.

Figure 5.54: GGC ground-interrupt switching strategies. As opposed to (a) the SPST
switching of the simplified schematic in Figure 5.36, the actual GGC employs (b) the
SPDT switching implemented in Figure 5.37 to suppress ASET sensitivity. Final
sizing of npn tail current sources for IEA, IEB, and IEC is shown.
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(b) Bottom-plate drive.

Figure 5.55: Gm-C-opamp capacitor drive strategies. Although (a) top-plate drive
improves closed-loop bandwidth, (b) bottom-plate drive benefits stability SEE
robustness.

Bottom-Plate Drive: The assiduous pruning of floating nodes extends to the

orientation of the feedback capacitors in each integrator. On account of the polysilicon

and n-well shielding at work, each metal comb capacitor possesses a relatively

large bottom plate parasitic (∼ 40% of the nominal parallel-plate capacitance).

Examining the two possible capacitor orientations in the simplified Gm-C-Opamp

integrators of Figure 5.55, it is clear that the bottom-plate node in Figure 5.55(a)

sees only high impedance return paths, including the output(input) impedance of the

transconductor(opamp) and the feedback capacitor itself.

The opposite case, shown in Figure 5.55(b), whose attendant stability benefits

are well known to most analog designers [Graeme, 1997, p.21–28], offers improved

ASET performance as well. Driving the bottom-plate capacitance with the low opamp

output impedance is a superior means of limiting charge collection and, by extension,

the potential for undesirable transients at that node.



Chapter 6

Measured Results

To confirm that the architectural, design, and layout techniques of Chapter 4 and

Chapter 5, shown to satisfy those target metrics amenable to full-chip simulation,

achieve all specifications of Table 3.2 in the final silicon, the LNA and AAF aboard

the fabricated SVEPRE ASIC are subject to an array of performance measurements.

Both for experiments conducted in the absence of radiation, which evaluate baseline

performance of the part, and those performed during or after irradiation, which

assess its radiation susceptibility, the LNA and AAF are characterized individually,

in keeping with the segmentation of the aforementioned chapters.1 In fact, their

development schedules dictated that the appraisal of the LNA and AAF be temporally

disjoint as well. As such, all LNA(AAF) data presented in this chapter are obtained

from SVEPRE-1(SVEPRE-3) die,2 and though both circuits reside on every die,3 the

post-irradiation performance of each section of the chip is characterized for a subset

of the full suite of radiation sources in the interest of time.

Prior to the analysis of these data, Section 6.1 briefly catalogs the equipment

1Since the LNA and AAF share the same die, this isolation is obviously incomplete. However,
the presence of distinct input, output, and supply pins allows their signal paths to be decoupled and
the elements individually powered, restricting their interaction to the shared silicon substrate and
common bias voltages.

2Refer to Section 3.2.1 and Table 3.3 for a complete inventory of the SVEPRE versions, including
their manufacturing schedules, fabrication shuttles, and constituents.

3Whereas the AAF approximation and pole locations evolved from SVEPRE-1 to SVEPRE-3
(cf. Footnote 9 of Chapter 5), the design of the LNA is identical.

365
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utilized for their acquisition in both the baseline and radiation environments.4

Section 6.2 then offers an extensive review of the common experimental procedures

and configurations from which both baseline and radiation measurements were

obtained; to promote accord between the data sets where possible, differences

between their experimental setups are assiduously minimized,5 thereby justifying

their preemptory discussion. The background of these sections then informs the

organization, presentation, and interpretation of the baseline(radiation) results

summarized in Section 6.3(Section 6.4). Finally, Section 6.5 encapsulates the results

of reliability tests conducted on the lot of SVEPRE-3 parts qualified for flight.

6.1 Experimental Setup

A complex, configurable, and highly automated experimental setup is necessary to

accurately quantify the high-fidelity operation of the SVEPRE constituents to the

precision of the specifications in Table 3.2 across the full range of programmable

modes and radiation conditions. This section examines the elements of a custom

setup developed in this vein, decomposing them as follows: in the course of

testing, a given version of SVEPRE, denoted as the device-under-test (DUT) and

detailed in Section 6.1.1, is housed by one of the three custom PCBs described in

Section 6.1.2, which interfaces with selected instrumentation from amongst the litany

in Section 6.1.3.

6.1.1 Devices Under Test

To track the instances of SVEPRE throughout testing, each of the individual

SVEPRE-1 and SVEPRE-3 die are serialized, as are the ultimate DUTs into which

they are packaged.6 Since both the die layouts and DUT packaging are performance

4Properties of terrestrial radiation sources peculiar to the latter category of test environment,
with emphasis on those offered at facilities visited for this research, are covered in Appendix I and
Appendix J.

5Configurational customizations unique to radiation testing appear in Section 6.4.
6Die serial numbers—only used internally—are specific to each of the die identifiers in Table 3.3,

whereas the set of serial numbers assigned to each part, such as those of SVEPRE-3 tracked during
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critical, features that impact the forthcoming results are addressed in Section 6.1.1.1

and Section 6.1.1.2, respectively, with an emphasis on those of SVEPRE-3, the final

version intended for flight.

6.1.1.1 Die Layout

A lot of 60 SVEPRE-3 die were generously fabricated by National Semiconductor Cor-

poration in their BiCMOS8B+ SiGe manufacturing process through their University

Collaboration Program. The CMOS side is equivalent to a 0.25-µm, 1P5M,7 single-

well technology, constructed on a non-epitaxial substrate and using shallow-trenches

for interdevice isolation (cf. Section 2.1.1.3). The npn BJTs, whose bases are 0.25 µm

wide and doped using sacrificial emitters, are isolated using deep polysilicon trenches

(cf. Section 2.1.2.2). Additional process details are documented in Section 3.2.1.

Figure 6.1 provides a photomicrograph of the fabricated SVEPRE-3 chip,

measuring 3.16 mm by 3.19 mm. Although the total chip area is 10.1 mm2, much of

that is allocated to the mandated pad frame,8 so that the active area is only 5.5 mm2,

of which the AAF, occupying 5.375 mm2, consumes the majority. The stacks of unit

transconductors (297 µm x 286 µm), opamps (297 µm x 187 µm), and unit capacitors

(248 µm x 35 µm) within each of its stages, which are sequentially arrayed side-by-

side, align so as to facilitate wiring and ensure that each group incurs common die

stresses and gradients. With two less unit transconductors necessary in Stage 1 (cf.

Table 5.6), the area available in the upper left-hand corner of the die is more than

sufficient to accommodate the LNA, which consumes just 0.125 mm2. By keeping

the LNA as close as possible to corresponding I/O and bias pads in that corner, this

placement minimizes the distance traveled by sensitive LNA signals, improving its

burn-in testing and enumerated in Table K.7, are used to uniquely distinguish DUTs.
7Although Metal 5 is the top metal, pad stacks include an additional layer of so-called bump

metal which is unpassivated to permit bonding. The remainder of bump metal in the layout serves
only as metal fill to satisfy coverage rules and is not electrically connected.

8To qualify for fabrication, layouts must satisfy the manufacturer’s design rules for latchup
prevention that dictate the minimum spacing between I/O circuitry (whose junctions directly contact
the pad frame) and core circuitry, so as to prevent transients from triggering latchup in the latter.
As a consequence, a wide moat of metal-fill snakes is observed encircling the core of Figure 6.1 and
swelling the total die area.
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Figure 6.1: Photomicrograph of fabricated SVEPRE-3 chip, including bond wire
connections. Locations of the LNA(AAF) components are highlighted in green(blue).
Actual dimensions: 3.16 mm by 3.19 mm.
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input impedance and noise performance.9

As in the ring that separates the core from the pad frame (cf. Footnote 8) and

in many smaller regions throughout the core, the fallow area to the right of the

LNA is populated with metal, polysilicon, and diffusion fill structures in order to

satisfy coverage rules that ensure the planarity of density-dependent polishing steps

responsible for dielectric layer thicknesses [Hastings , 2006, p.521]. All told, the active

regions of the remainder of the die contain approximately 3100 MOSFETs, 1325 vnpn

BJTs, 45 substrate pnps, 4400 resistors, and 2600 capacitors.10

6.1.1.2 Packaging

For characterization, the SVEPRE die are bonded into ceramic, 68-pin, J-leaded chip

carriers (J-LDCC) whose pin counts accommodate valuable test points in addition

to the primary signals required for operation. The standard pinout for this package

is provided in Figure 6.2, where the naming conventions of preceding schematics

(particularly, Figure 5.45) are augmented with use of prefixes ‘L’, ‘A’, and ‘E’ to

denote the signals associated with the LNA, AAF,11 and ESD circuitry, and ‘C’ for the

package cavity.12 Note the multiplicity of supply and ground pins, whose symmetric

arrangement properly terminates the on-chip power grids so as to minimize their

resistance, thereby improving headroom, chip reliability, and latchup tolerance. To

prevent large, noisy AAF return currents from corrupting the LNA, all returns of the

latter use a separate metalization (LGND) which only connects to that of the AAF

(AGND) at a single point on the board (by way of a lone via to the ground plane).

Although the accompanying gold-plated Kovar lids feature a solder-compatible

9For both the LNA and AAF, the parasitics of differential connections to the pads are balanced
by imposing equal path lengths for the positive and negative lines as well as shielding each pair with
neighboring ground lines in the same metal layers.

10For the passive components, each of the individual unit elements in the array corresponding to
a single logical instance is tallied separately; hence, compared to the active devices, their counts are
deceptively large.

11The numeric suffixes of input and output signals without prefixes correspond to the indices of
the opamps at the heart of the filter stages in Figure 5.49 through Figure 5.51. These signals are
used for debugging purposes only.

12The connections to the package cavity are required to safely ground the chip substrate. See
Footnote 14 for further details.
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Figure 6.2: Full pinout of SVEPRE in 68-pin JLDCC package. Static signals identified
in all capital letters. Indexed input and output pins refer to AAF integrator opamps.
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Package Dimensions Parts

Type Pins Package Cavity Used

Style Material Qty. Pitch Wid. Len. Hght. Wid. Len. Qty.

SOIC Ceramic 28 0.050 0.293 0.705 0.057 0.170 0.283 13
J-LDCC Ceramic 44 0.050 0.650 0.650 0.065 0.250 0.250 42
J-LDCC Ceramic 68 0.050 0.950 0.950 0.080 0.400 0.400 4

Table 6.1: Flight packaging options for SVEPRE-3 and complete parts inventory (as
of 04 December 2009). All dimensions in inches unless otherwise noted.

seal-ring, permitting these packages to be hermetically sealed for flight, the DUT

lids are impermanently affixed such that they can be removed during radiation

testing, eliminating undesired backscatter. In the same vein, a through-hole zero

insertion force (ZIF) socket with a matching cut-out in its spring-loaded clamshell

lid is employed on the characterization and radiation bias boards (cf. Section 6.1.2)

to facilitate the repeated installation (and removal) of these surface-mount parts

with minimal stress to the components and board but without impeding an applied

radiation beam, when present.13

Since many of the signals in Figure 6.2 are purely for debugging purposes, it proves

desirable to employ more compact packaging for the SVEPRE flight units, saving

valuable PCB real estate on the instrument. For the missions outlined in Chapter 7.2,

SVEPRE-3 has been made available in an array of ceramic package sizes, with as

few as 28 pins. Although the corresponding pinout diagrams are omitted, Table 6.1

summarizes their dimensions. In all cases, the die are affixed to the gold-plated cavity

of the package with conductive (usually, silver load) epoxy,14 and bonded to its lead

13The integrity of the mating between the package leads and socket contacts requires the use of
40-mil thick nylon 6,6 shim, since the socket is designed for a plastic (PLCC) package. Despite
its discoloration and loss of tensile strength when exposed to TID radiation [Holmes-Siedle and
Adams, 2002, p.374–375], this thin, low-Z shim does not materially enhance the dose received by
the underlying die.

14This electrical connection to the silicon substrate demands that the cavity floor be firmly driven
to ground potential in order to limit noise coupling and the potential for latchup. For this reason,
the pinout of Figure 6.2 features four dedicated cavity ground pins (CGND). Internal to the package,
these are bonded directly to the cavity floor and, externally, should via directly to the PCB ground
plane.
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frame using 1-µm diameter gold wire. For the 68-pin package, the maximum bond

wire length is less than 4 mm.15

6.1.2 Circuit Boards

All out-of-beam measurements of DUT performance are conducted via a PCB custom

designed so as to be easily configured in support of each of the first four test benches in

Section 6.2. From amongst the complexities inherent in accurately measuring the full

suite of the associated metrics over the range of DUT programming modes, the key

features of this characterization board are emphasized in Section 6.1.2.1. Separate and

decidedly simpler PCBs house one or more DUTs whilst they are irradiated and baked,

with Section 6.1.2.2 and Section 6.1.2.3 describing the adaptations of these boards

that ensure proper bias is maintained in the radiation and burn-in environments,

respectively. Unless otherwise noted, all the SVEPRE PCBs consist of FR4 dielectric

stacked between copper traces (1-oz weight) with a minimum pitch and width of 8

mils.

6.1.2.1 Characterization Board

A block diagram of the characterization PCB is pictured in Figure 6.3. Measuring 8

inches wide by 13.8 inches long (and 0.062 inches thick), it uses four routing layers,

the inner two of which are poured as split ground and power planes to isolate the

noise of the digital and analog supply domains while providing low impedance paths

to each supply source and shielding the top and bottom routing layers from one

another at the expense of additional trace capacitances. Although provisions exist

for joining the analog (GndA) and digital (GndC) ground planes (cf. Figure 6.3) near

the perimeter of the board,16 this option was never enabled, as it injects clock noise

15The pad pitch of the SVEPRE die is set by the tolerances of the bonding equipment, which
require at least 150 µm; thus, the pads of Figure 6.1 are 3-mil square with 3-mil spacing.

16Ideally, the single-point ground for the entire board is provided by the bench chassis from(to)
which all the test equipment is powered(grounded). In that case, joining GndA and GndC creates a
ground loop that includes the master power supply and clock generator (among other instruments),
each of which provides a connection to Earth ground via the outer conductor of its SMA cable,
which is tied to its chassis internally. However, a jumper between the shield of each on-board SMA



6.1. EXPERIMENTAL SETUP 373

B
W
A
D
J

D
U
T

IN
P
O
S

V
in
+

V
in
—

IN
P
S
E

IN
P
D
F

V
se
+

V
se
—

V
df
+

V
df
—

R
V
C
M
1

S
U
P
F
1

R
V
C
M
2

V
cm
i

R
V
L
T
2

R
C
U
R
2

R
C
U
R
3

R
V
L
T
1

V
cm
2

I E
o

I O
o

V
cm
1

S
U
P
A
1

V
su
p

S
U
P
A
2

V
es
up

G
N
A
D
J

P
W
R

V
R
d+

V
R
d—

R
C
U
R
3

I B
o

C
[0
:1
]

A
[0
:3
]

B
[0
:1
]

O
U
T
D
F

O
U
T
S
E

Vccb

Vcmo

S
U
P
F
2

S
U
P
A
3

V
ou
t+

V
ou
t—

V
ou
ta
+

V
ou
ta
—

O
U
T
H
D

V
ou
td
—

V
ou
td
+

A
D
C

IN
P
C
K

V
cl
k

S
U
P
F
3

S
U
P
A
4

V
d
d
n

V
d
d
a

V
cc
n

V
cc
a

F
[0
:4
]

IN
P
H
D

G
n
d
A

E
[0
:3
]

D
[0
:1
5]

V
cc
b

G
n
d
C

M
U
X
1

M
U
X
2

M
U
X
3 M
U
X
4

F
ig

u
re

6.
3:

B
lo

ck
d
ia

gr
am

of
ch

ar
ac

te
ri

za
ti

on
P

C
B

.
E

x
te

n
t

of
an

al
og

(d
ig

it
al

)
gr

ou
n
d

p
la

n
e,

G
n
d
A

(G
n
d
C

),
is

sh
ow

n
in

li
gh

t
b
lu

e(
p
u
rp

le
).



374 CHAPTER 6. MEASURED RESULTS

into the sensitive analog circuitry.

Highly configurable, the characterization PCB architecture allows many aspects

of the DUT itself, as well as its interfaces with the instrumentation of Section 6.1.3,

to be adapted during testing. For each of the blocks, design features germane to this

configurability are detailed in Appendix H.

6.1.2.2 Radiation Bias Board

As indicated by the bias dependences of Section 2.1.1 and Section 2.1.2, the

applicability of terrestrial radiation testing to in-flight performance is dubious unless

the part is biased during the former exactly as during its planned operation. This

requires that the DUT be mounted in a radiation bias PCB that can exercise its

functionality during the tests.17 Although for many sources, the radiation beam

is relatively narrow,18 the entire PCB upon which the DUT is mounted during

irradiation is subject to some exposure. Thus, it is good practice to preclude the

radiation bias PCB from containing any active components whose radiation response

may be conflated with that of the DUT.19

To that end, the radiation bias PCB is simply a version of the characterization

PCB assembled only from passive components and the minimum number at that.20 In

particular, it presumes the availability of bench-top power supplies that can provide

connector and the appropriate ground plane (implied if not pictured hereafter) permits the former
to be left floating relative to the board, making it possible to avoid this loop when the planes are
joined.

17The level of operation depends on the type of testing. As discussed in Section 6.2.5.3, the part
need only process signals during SEE tests; static bias is sufficient for TID testing.

18For example, as described in Section I.2.1, the LBNL proton beam measures just 2.5 inches in
diameter.

19Theoretically, qualified components whose radiation hardness exceeds the expected test levels
should not pose any complication. But, in practice, such parts are often very expensive and their
transient responses are rarely reported (cf. Section 2.3.2.2). Meanwhile, COTS components can
easily fail at even low dose levels [Johnston, 1998, p.1345–1348]. Eliminating all active elements is
a more affordable and robust approach.

20For LNA 60Co TID testing, an alternate bias PCB was designed and assembled by Mark
A. Turpin of The Aerospace Corporation. Supporting the simultaneous exposure of up to nine
DUTs, each with its own open-frame, lateral-force, thru-hole socket, it features similar passive
signal conditioning but, unlike the characterization PCB, is designed to fit snugly within the Pb-Al
box used to prevent backscatter in the Aerospace 60Co chamber (cf. Section I.1.1.3).
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+10 V, +2.5 V, +1 V, and +1.75 V thru the external connectors of PWR, SUPA,

RVLT, and RVCM, respectively. As such, only the passive filters in the paths of each

(as described in Section H.2) are populated. Similarly, gain and bandwidth control

are performed by analog potentiometers and the input signal is processed through

the passive signal path of either Figure H.2(a) or Figure H.3.

6.1.2.3 Burn-In Bias Board

Requirements for the PCB on which the SVEPRE DUTs are housed during burn-

in testing (cf. Appendix K) are similar to those for radiation testing,21 with the

ease of omitting an input signal balanced by the complication that the entire lot

must be baked simultaneously. Thus, Bob Bumala of Lockheed Martin Corporation

designed a variation of the radiation bias PCB with lateral-force sockets for 50 parts,

each deriving its voltage(current) references from a global(local) resistor network. To

prevent the failure of any instance from affecting the rest, individual connections to

the master input common-mode reference and power supplies are each ‘fused’ with

10-Ω, 0.1-W series resistor. In the event of a malfunction that shorts one of these

connections to ground, the resistor would melt, creating an open circuit and sparing

the remaining devices any damage.

6.1.3 Instrumentation

The complete collection of instruments required for the testing described in this

chapter,22 and their connectivity to the characterization PCB, is diagrammed in

Figure 6.4.23 Instrument control and data acquisition are managed by a Windows

21Just as COTS active components can fail under radiation (cf. Footnote 19), many are not rated
to tolerate the temperatures of the burn-in cycle described in Section K.2.1. Plus, rather than
illuminating only the DUT with a narrow beam, the entire PCB is placed in the thermal chamber;
so, the DUT and all ancillary components experience the same thermal stress. Given these failure
risks, active parts are not tolerated on the burn-in bias PCB.

22The lone exception is the use of a Textronix TDS3054B(LeCroy WP960XL) digitizing
oscilloscope in place of the PC NIDAQ card during heavy-ion(pulsed-laser) SEE testing, as depicted
in Figure 6.12(b).

23For clarity, MUX1–MUX4 of Figure 6.3 are represented as a DPDT switches, as are the DUT
selection switches within the DUT block.
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PC outfitted with a National Instruments PCI GPIB controller card and a 333 kS/s,

16-bit data acquisition card (National Instruments PCI-6052E)—hereafter, NIDAQ

card—to carry out these respective tasks. Automation and coordination of these

events, as well as all data analysis, is delegated to a hierarchy of custom scripts

running under version 7.0.4 of the MATLAB environment.24 As for the hardware,

since the instrument settings and signal routing options depend upon the metric

under examination, such configurations are documented alongside the corresponding

test bench in Section 6.2.

6.2 Test Benches

The choice of DUT, PCB, and test equipment, together with the configuration of

each and the requisite piece of custom acquisition-and-analysis code to conduct the

experiment itself, constitutes a test bench, the five of which outlined in this section

are sufficient to evaluate all the specifications of interest during both baseline and

radiation testing. In addition to the state of the setup—both the connectivity of

the instrumentation and the configuration of all hardware options25—each test bench

defines a set of experimental procedures for measuring the associated metrics. These

steps are largely automated by a bench-specific MATLAB application decomposed

into two modules: one, configured via a graphical user interface (GUI), is responsible

for real-time data acquisition;26 the second is run offline via the interactive command

line interface to post-process and analyze these data.27 Both the acquisition and

analysis modules are parameterized by version-controlled configuration files and

generate extensive run logs to ensure thorough documentation of the test bench

24In addition to assuring repeatability and minimizing the prospects for operator error, the
automation of the test bench is critical given the time constraints imposed on TID and SEE radiation
testing by the annealing criteria dictated in MIL-STD-883G [2006] and the limited availability of
beam time (cf. Section 6.4.1).

25Within this section, headings identifying the elements of each test bench use shorthand denoting
the former as instrumentation and the latter as configuration.

26This task requires installation of the following MATLAB options: Data Acquisition Toolbox
(DQT), version 2.5.1 and Instrument Control Toolbox (ICT), version 2.2.

27These tasks require installation of the following MATLAB options: Signal Processing Toolbox
(SPT), version 6.2.1 and Curve Fitting Toolbox (CFT) Toolbox, version 1.1.2.
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settings and procedures, respectively, for future reference. These facets of the test

benches are summarized below as a prelude to the presentation of the corresponding

measurements in the remainder of the chapter.

6.2.1 Frequency Response

The operation of the frequency response (FR) test bench, which evaluates the gain and

bandwidth of the LNA(AAF) in each of its programming modes using the instrument

configuration of Figure 6.5(a)(Figure 6.5(b)), is described by the following settings

and procedures.

6.2.1.1 Instrumentation

An Agilent 4395A(4194A) network/spectrum analyzer(gain/phase analyzer) acquires

the frequency response of the LNA(AAF).28 Featuring only single-ended 50 Ω ports,

it dictates the configuration of the input and output paths shown in Figure 6.5(a)

and Figure 6.5(b). Within INPSE, the active path of Figure H.2(b) is employed since

achieving frequency-independent termination is paramount over linearity for this test.

This choice also prevents the low-frequency roll-off of X1 in INPDF from corrupting

the Bode plots.

Ideally, both the LNA and AAF would utilize OUTSE to perform the differential-

to-single-ended conversation required by the network analyzer. However, when AC-

coupled(DC-coupled) to the LNA, even with C3–C5 of Figure H.5(a) omitted, the

effective input capacitance(common-mode input range) of A1 and the traces leading

to it exceed the drive capability(output common-mode range) of the LNA, which

is designed for the high input impedance(1.75-V Vcmi) of the AAF.29 Thus, the

28During LNA TID testing, a 4195A was used in place of the 4395A employed for baseline
measurements since only the former was available at the testing facilities. The differences between
the two are irrelevant to this work; both require an Agilent 87512A transmission/reflection test set
to for power splitting. However, due to a catastrophic failure of the RF source in the 4395A after
the completion of the LNA measurements, the transition to an available 4194A was adopted for all
AAF characterization. Although primarily used for impedance (especially C-V ) measurements, its
standard measurement unit is capable of reporting the S-parameters sought.

29The common-mode range incompatibilities can be resolved, and DC-coupling of the LNA to
OUTSE employed, if A1 is powered off standard ±5-V rails. However, the −5-V supply was excised
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distinction between the measurement configuration of the LNA in Figure 6.5(a) and

that of the AAF in Figure 6.5(b): the former depicts the use of a high-impedance

differential probe (Agilent 1141A) with a differential input capacitance of just 7 pF

to sense the LNA output right at the socket.30

Prior to each set of DUT frequency response measurements, two calibration

procedures are applied using the setup in Figure 6.6. First, a full two-port calibration

of the network analyzer is performed with the standards from a 50-Ω N-type Agilent

87512A calibration kit. Secondly, as depicted in Figure 6.6, the DUT is placed in

bypass mode (cf. Section H.1.1) so that the frequency response of the channel sans

SVEPRE can be acquired. Since both the DUT and the output termination, be it

the Agilent 1141A (in Figure 6.6(a)) or OUTSE (in Figure 6.6(b)), present a high

impedance to INPSE, the loading of the latter in bypass mode is comparable to that

during DUT measurements. Thus, the calibration data acquired in this step capture

effects related to all circuitry in the signal path except the DUT itself, which are then

de-embedded from the final results in the procedure of Section 6.2.1.4.

6.2.1.2 Configuration

For input coupling, the FR test bench uses the single-ended-to-differential conversion

of the active INSPE path in Figure H.2(b), with the output of the network analyzer

coupled via J1 (J2 is floating). The shields of both connectors are grounded. The

output of the LNA is sensed by OUTDF, in which only polystyrene capacitors C2,

C4, and C6 are populated (cf. Figure H.5(a)). The output of the AAF is AC-coupled

to OUTSE via C1 and C2 of Figure H.5(b) by configuring MUX1–MUX4 accordingly.

The network analyzer settings for each of the AAF modes (A, B and C) and the LNA

(which is hereafter given a default identifier of Mode D), are shown in Table 6.2.

from the prototype PCB design for expediency.
30Not shown in Figure 6.5(a) is the Agilent 1142A probe supply required to operate the Agilent

1141A. Besides providing control and power, its 50-Ω output impedance is specifically designed to
match that of the Agilent 419XA test port, rendering its presence, though not depicted, mandatory.
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DUT settings Agilent 419XA settings

Device Mode
fstart

a fstop
a PRF

b IF BWc Avg.c Timed

[Hz] [kHz] [dBm] [Hz] [#] [sec]

AAF
A 100 100 -10 200 2 24
B 100 600 -10 200 2 24
C 100 4000 -10 200 2 24

LNA D 100 10000 -10 200 2 24

a Linear, 401-point sweep performed over each decade of range (fstop/fstart)
b Power delivered at RF port does not account for 11.6 dB insertion loss to

50-Ω test port of Agilent 87512A transmission/reflection test set
c Reduced IF bandwidth and multiple-acquisition averaging attenuate noise
d Aggregate sweep time over all decades, including averaging

Table 6.2: Network analyzer settings for FR test bench. Variation
between Agilent models listed in Figure 6.4 is negligible.

6.2.1.3 Acquisition

Following two-port calibration, the DUT bypass mode is enabled and the MATLAB

acquisition module acquires the calibration data set via the network analyzer (cf.

Figure 6.6). These steps are conducted once for the LNA, but repeated for each AAF

bandwidth mode, since their acquisition bandwidths vary. The resulting transfer

functions, derived from the complex S21 parameter and denoted TA
cal(s), T

B
cal(s), and

TC
cal(s) for the three AAF modes, and TD

cal(s) for the LNA, are gathered at the outset of

each experiment. Subsequently, multiple measurements of each DUT are performed

by routing the signal path through either the LNA—yielding TD
meas(s)—or the AAF—

yielding mode-specific TA
meas(s), T

B
meas(s), and TC

meas(s).

Since the memory depth of the network analyzer limits a single sweep to only 401

frequencies, resolution in the critical low-frequency regime is enhanced by conducting

separate linear sweeps for each of the five decades of interest (between 100 Hz and

10 MHz) and stitching their samples together to arrive at each Tcal(s) and Tmeas(s),

rather than covering the full bandwidth with a single logarithmic sweep.31

31Only transfer functions TC(s) and TD(s) cover the full five decades. Although they too begin
at 100 Hz, the sweep extents for the lower bandwidth AAF modes, Mode A and Mode B, need only
cover three and four decades, respectively, as shown in Table 6.2, resulting in shorter data records.
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6.2.1.4 Analysis

To isolate the response of the DUT, the PCB and other setup parasitics are de-

embedded by taking the complex difference between each measured transfer function

and the corresponding calibration transfer function as

Tdmbd(s) = Tmeas(s)− Tcal(s) (6.1)

Next, a 3-tap(15-tap) median filter is applied to |Tdmbd(s)|(∠Tdmbd(s)) to remove

impulsive, single-sample(multi-sample) noise that can safely be attributed to extrinsic

processes. Properties of Tdmbd(s), such as Gp, fp, and rα are then computed during

post-processing, rather than using the measurement functions of the network analyzer.

In this way, the DC gain is estimated by the average value of |Tdmbd(s)| over the entire

passband, rather than as one or an average of the noisy values near 100 Hz.

6.2.2 Linearity

The operation of the linearity (LN) test bench, which evaluates the SFDR of the DUT

in each of its programming modes using the instrument configuration of Figure 6.7,

is described by the following settings and procedures.

6.2.2.1 Instrumentation

To measure the SFDR of the LNA or AAF, it is necessary to both generate a spectrally

pure sinusoidal input tone and sample the time-domain output with sufficient linearity

so that non-fundamental tones in the resulting spectrum are rightly attributed to the

DUT. The former task is accomplished by an SRS DS360 ultra-low distortion function

generator capable of producing a balanced sinusoid with typical THD below 100 dB

for frequencies up to 40 kHz.32 As described in Section 6.2.2.2, its output is processed

through by a minimal set of devices in INPDF so as not degrade this performance.

32To generate input tones in excess of 50 kHz, the output of the less linear Agilent 33120A (limited
to 45-dB SFDR above 100 kHz) is aggressively bandpass filtered to remove undesired harmonics.
This strategy has proven successful in laboratory testing, but was not implemented as part of the
SVEPRE characterization suite due to time restrictions imposed by the radiation schedule.
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For data acquisition, the 16-bit sampler of the NIDAQ card is configured for

differential input and connected to OUTDF,33 which is devoid of all passive load

elements.34 Custom, twisted-pair cables cleanly convey the signal from the PCB to

the BNC-2110 breakout box, which provides BNC connections to each of the NIDAQ

card input channels.35 The resulting instrument connectivity is depicted in Figure 6.7

for the case of the LNA as DUT; arrangements for the AAF can be easily inferred

(subject to the caveat of Footnote 33).

6.2.2.2 Configuration

The LN test bench directly couples the output of the SRS DS360 to INPDF path

in Figure H.3 via J5 and J6, whose shields are driven to Vcmi by configuring MUX1

and MUX2 accordingly (i.e., to the right as drawn). With the LNA(AAF) as DUT,

common-mode choke L1 on the shields of J5/J6 is bypassed(enabled) since the return

currents are relatively small(large). In contrast, balun B1 is enabled(bypassed) during

linearity testing since the LNA(AAF) is highly(less) sensitive to imbalances in the

differential input noise and impedance. Finally, since the smaller(larger) input power

levels used in LNA(AAF) testing render its even-order distortion more(less) sensitive

to the absolute difference between R5 and R6,36 these are each set to 25 Ω(150 Ω)

while the differential output impedance of the DS360 is programmed to 50 Ω(300 Ω),

preserving the proper impedance matching.37 These INPDF customizations are

33The spectra presented in Section 6.3.3 are sampled with the NIDAQ card connected to the
output of the first AAF stage (pins Out2+ and Out2− of Figure 6.2) for reasons described in that
section.

34Between eliminating all resistors and capacitors in Figure H.5(a) and using the differential
input capability of the NIDAQ card, extrinsic sources of imbalance (read even-order) distortion are
minimized. Unfortunately, the BNC-2110 offers only a coaxial interface, so there remains some
residual imbalance between the impedances on the inner (positive) and outer (negative) signal lines.

35Setting each analog input channel of the BNC-2110 to accept ground-referenced signals, even
though the DUT outputs are referenced to a non-zero common-mode level, prevents these line from
otherwise being unbalancing when their BNC shields are grounded through and RC load.

36The input offset current of the DUT is of commensurate—if not greater—importance. Since
this quantity is approximately half as large for the LNA as for the AAF, whereas the difference in
their input signal ranges is nominally a factor of five, its effect on the input-referred offset voltage,
and hence even-order distortion, is also more pronounced for the LNA.

37Eliminating any uncertainty as to the amplitude of the input tone—as this parameter is critical
to determining the maximum SFDR—R3 and R4 are replaced with 0-Ω resistors in the LN test
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INPDF settings DUT settings

Element Identifier Units LNA AAF

SMA shield MUX1/MUX2 V Vcmi Vcmi

CM choke L1 n/a Bypass Enable
Balun B1 n/a Enable Bypass
Filter-R GndA return H5 n/a Disable Disable
Filter-C GndA return H6 n/a Enable Enable
Series termination R3/R4 Ω 0 0
Parallel termination R5/R6 Ω 25 150

Table 6.3: INPDF settings for LN test bench. All instance identifiers refer to
Figure H.3.

summarized in Table 6.3. In all cases, the current of the filter capacitors is returned

to GndA via H6 so as to keep the Vcmi line clean.

The interface between the DUT output at OUTDF and the NIDAQ card in

Figure 6.7 is bridged by a pair of custom hydra cables (cf. Section 6.2.2.1): one

measuring the overall differential output and one, in the case of the AAF only,

measuring the output of Stage 1.38 These are sequentially sampled by adjacent NI

PCI-6052E channels which minimizes cabling discrepancies at the expense of potential

crosstalk. By properly grounding the BNC-2110 unit to GndA (via its AIGND

terminal) and specifying a conservative inter-channel sample skew delay (as this is of

little consequence to the spectral measurements), this crosstalk proves negligible.

6.2.2.3 Acquisition

To determine the maximum SFDR of the LNA(AAF) for a given fundamental

frequency (cf. Section 3.1.2.1), the SRS DS360 issues a single tone whose differential

amplitude is swept between 50 mVPP(40 mVPP) and 250 mVPP(1.2 VPP) in 100 mV

steps. This amplitude sweep is then repeated for an array of fundamental frequencies

between 1 kHz and 40 kHz. Only results for the 1 kHz, 5 kHz, and 10 kHz tones

are presented herein, as their harmonics lie within the passband of both the LNA

bench, avoiding the 6-dB attenuation otherwise introduced by the R3–R6 voltage divider.
38As mentioned in Footnote 33, the need for this second connection is explained in Section 6.3.3.
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and AAF in all programming modes.39 For each point in the amplitude-frequency

space of input tones so defined, each NIDAQ channel acquires ten seconds of data at

a sampling rate of 100 kHz. The total acquisition time required to uniformly sample

the two-dimensional input space in this fashion varies slightly with the processor and

hard drive activity of the PC, but is approximately 3(4) minutes for each LNA(AAF)

mode.

6.2.2.4 Analysis

Spectral estimation techniques are applied to the finite, time-domain data from

the LN test bench in order to infer the underlying PSD, from which the SFDR is

measured as described in Section 3.1.2.1.40 For the continuous-time signal z(t) (using

the notation of Figure 3.7), the power density spectrum, Szz(ω), is defined as the

continuous-time Fourier transform (CTFT) of its autocorrelation, Rzz(t), such that

[Oppenheim et al., 1999, p.68–70]:

Szz(ω) = FCT{Rzz(t)}

=

∫ ∞
−∞

(∫ ∞
−∞

z(τ) z(τ − t) dτ

)
e−jωt dt = Z(jω)Z∗(jω)

= |Z(jω)|2

(6.2)

Once z(t) is sampled at a rate fs = 1/T by the NIDAQ card, generating z[n], the

power density spectrum of the sequence, Szz(ω̃), is found by replacing the CTFT of

39The upper bound of low-frequency linearity testing is also severely constrained by the
performance of both the SRS DS360 and the NI PCI-6052E. The former only maintains 100-dB
THD for fundamental frequencies below 40 kHz, whereas the latter features a maximum sampling
rate of 333 kS/s. These limitations collude such that the injection(capture) of undesired(relevant),
extrinsic(intrinsic) distortion products is found to preclude accurate measurements for tones above
10 kHz.

As described in Section H.1.3 and Section H.3.3, the characterization PCB enables 100-kHz
linearity testing through its input filtering options and the presence of an on-board ADC. However,
the radiation schedule prevented the necessary reconfiguration and additional acquisition time
required to carry out the high-frequency linearity testing (cf. Footnote 32).

40Spectral estimation is commonly employed in statistical signal processing for the purpose of
estimating the power spectral density of a random signal from a finite sequence of time-domain
samples [Oppenheim et al., 1999, p.730–731].
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(6.2) with the DTFT of the autocorrelation sequence Rzz[n], such that:41

Szz(ω̃) = FDT{Rzz[n]} =
1

T

∣∣∣∣Z(jω̃T
)∣∣∣∣2 (6.3)

where, akin to Section F.1.3, here ω̃=ωT normalizes the continuous frequency variable

ω=2 πf to fs. Thus, it is straightforward to arrive at Sxx(ω) once Sxx(ω̃) is known,

since the combination of (6.2) and (6.3) expresses the former in terms of the latter

as:

Szz(ω) = T Szz(ω̃)|ω̃=ωT (6.4)

However, the DTFT of Rzz[n] required to compute Szz(ω̃) is not readily determined

since: the N -point DFT of Rzz[n] performed in MATLAB only yields samples at

frequencies ω̃=2πk/N ; and, rather than being infinite in extent like the continuous-

time z(t) it represents, z[n] is finite, possessing only L samples and, in turn, its Rzz[n]

has length 2L−1. To infer the power density spectrum of the whole signal from just

a finite subset L of it samples in z[n] necessarily introduces some error, especially for

small L.42 So, the goal of the spectral estimation is to generate an estimate of Szz(ω̃)

(and, indirectly through (6.4) an estimate of Szz(ω)), denoted S ′zz(ω̃).

Broadly speaking, all spectral estimators rely on an intermediate quantity derived

from either the sequence z[n] or its DFT Z[k] that determines the accuracy of their

S ′zz(ω̃). This work employs estimators of the latter class whose frequency-domain

methods trade computational efficiency for accuracy, which is tolerable given the

relatively long sequences and high SNR of the data. Within this category, the methods

41Implicit in the derivation of (6.3) is the following relationship between the CTFT of a signal
x(t) and the DTFT of the sequence x[n] formed by sampling it at fs:

FDT{x[n]}|ω̃=ωT =
1
T

FCT{x(t)|t=nT }

The leading coefficient on the right-hand side results from the indicated change of variables.
42An inference of the properties of the underlying random process (e.g., its mean or variance) from

those of a finite-length sampled segment (e.g., the sample mean or and sample variance) necessarily
assumes the ergodicity of the former (e.g., mean-ergodic or mean-square ergodic) to allow this error
to approach zero in the limit of L→∞. In such cases, it is also common, though by no means
necessary, to presume the process is stationary, so that the convergent values are time-independent.
Both assumptions are invoked here when pursuing of unbiased estimator in the presence of natural
noise sources (cf. Footnote 45).
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can further be subdivided as parametric or non-parametric. The former assumes z[n]

results from a hypothetical, stationary, linear, time-invariant (LTI) process that can

be described parametrically and then explicitly estimates the model parameters that

can be used by the estimators to find the resulting S ′zz(ω̃). Non-parametric methods,

which assume no such model and instead derive an intermediate quantity directly

from Z[k] that is operated upon by an estimator to arrive at S ′xx(ω̃), suffice for this

analysis.

The non-parametric spectral estimator most germane to the measurement of

SFDR is a PSD estimator based on a Welch-averaged, modified periodogram.43 Since

the ordinary periodogram defined by Schuster [1898] for the N-point DFT,44 as

Qzz[ω̃k] =
1

L
|Z[k]|2 (6.5)

with k=0, 1, . . . N−1 yields neither unbiased nor consistent estimate of Sxx(ω̃),45 the

chosen estimator addresses each shortcoming with a corresponding modification to

(6.5).

First, since the bias of Qzz[ω̃k] results from the abrupt truncation of the sequence

z[n] at a length of L, each one-second interval of the sequence is multiplied by a

windowing function, w[n], producing v[n] = w[n] z[n] and limiting spectral leakage

in the subsequent FFT operation on v[n].46 For this work, a 4-term, N-point cosine

43The popular magnitude-squared spectrum (MSS) estimator is recommended for use only with
abruptly truncated (i.e., non-windowed) discrete-time sequences, since the absolute values of its
samples, which correspond to the integrated signal power in each frequency bin of width 2π/L, are
easily corrupted by the shape and height of the main window lobe. An MSS based on a modified
periodogram eliminates dependence on the height of the main lobe, but lobe width violates the MSS
assumption that the signal varies little between over the N/L samples bracketing each bin.

44Schuster [1898] defines the periodogram in terms of the DTFT, rather than the DFT, but the
sampled formulation of the periodogram in (6.5) is conceptually equivalent and is simply be referred
to as the periodogram hereafter.

45An unbiased estimator is one whose mean approaches the actual quantity as the number of
samples increases. A consistent estimator is one whose variance approaches zero as the number of
samples approaches infinity [Oppenheim et al., 1999, p.731].

46Any finite, L-length sequence x[n] can be viewed as the result of multiplying the infinite series
corresponding to samples of x(t) by a rectangular window of length L. In the frequency domain,
this is expressed as the convolution of the true power density spectrum of x(t) with the square of
the sinc function, which is the DTFT of the rectangular window. For a pure tone, this convolution
tends to smear the power of the tone over all the sidelobes of the sinc, resulting in ‘leakage’ of the
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window with continuous third-derivative, derived by [Nuttall , 1981, p.88] as:

w[n] =
1

N

3∑
k=0

(−1)kakcos

(
2π
kn

N

)
(6.6a)

with

a0 = 0.338946 , a1 = 0.481973 , a3 = 0.161054 , a4 = 0.018027 (6.6b)

offers a combination of side-lobe suppression (82.67 dB), side-lobe decay rate

(30 dB/octave), and main lobe width (∼ 4 samples at FWHM) that facilitates

harmonic discrimination at 90-dB SFDR levels. To account for the fact that

multiplication with w[n] changes the average power of v[n] relative to that of z[n],

the periodogram of (6.5) is modified,47 normalizing it by the average power of the

window such that

Qvv[ω̃k] =
1

UL
|V [k]|2 (6.7)

where U is the total power of the window computed in the time domain and divided

by the number of samples to arrive at the power/sample as

U =
1

L

L−1∑
n=0

|w[n]|2 (6.8)

When employed by the PSD estimator in place of (6.5) the modified periodogram

Qvv[ω̃k] is shown to yield asymptotically an unbiased estimate of Sxx(ω̃), as desired

tone into adjacent bins and potentially obscuring signals present there.
By gradually forcing the finite-length time-domain sequence to zero at its extremes, multiplication

by an appropriate window artificially enforces periodicity with the sequence length, ensuring that
at least the longest wavelength matches the DFT bin width. Note that the preceding discussion of
leakage depends in no way on the use of the DFT—leakage is simply a property of using a finite-
length sequence and tends to disappear as L→∞ because the sinc functions in the frequency-domain
approach Dirac delta functions. However, if it is the case that all wavelengths of the discrete signal
divide the window evenly, then the DFT would artificially suppress all spectral leakage [Oppenheim
et al., 1999, p.698–703].

47Intuitively, this need is evident from the fact that the window naturally attenuates the signal
samples near the edges of the sequence. To negate this effect, the power of the window is normalized
out, so that it is not added into the final periodogram of v[n].
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[Oppenheim et al., 1999, p.734].

The modified periodogram of (6.7) that incorporates an effectively unit-power

smoothing window can eliminate the bias of a Sxx(ω̃) based upon it, but still suffers

from the fact that, like the standard periodogram of (6.5), it does not yield a

consistent estimator because its variance does not tend to zero as L→∞. To

suppress edge effects of the convolution operation responsible for this variability,48

the Welch method performs averaging that reduces the sample-to-sample variation of

Qvv[ω̃k], smoothing the resulting periodogram [Welch, 1967]. Specifically, it divides

the sequence z[n] of length L into a series of smaller segments, each of length R, that

may or may not overlap. Each segment is then windowed and a modified periodogram

computed in accordance with (6.7). The resulting Qvv[ω̃k] for all such segments are

then averaged to arrive at the Welch-smoothed periodogram.

Decomposing z[n] into ten one-second-long, half-overlapping sections,49 perform-

ing 217-point, zero-padded FFTs on each section,50 obtaining a modified periodogram

from each FFT according to (6.7),51 and averaging the magnitudes of these tenQvv[ω̃k]

yields an estimate of Szz(ω̃) that possesses both the desired ∼ 1-Hz bin width (cf.

Section 3.1.2.2) and, by performing a quadrature summation of the samples within

the main lobe of the window,52 an accurate measure of the power in each coherent

48This large variability is due to the estimation process itself; namely, in the underlying time-
domain autocorrelation of (6.2), the samples at the ends of Rzz[n] are produced by the shifting-and-
addition of only a few samples of z[n], whereas those in the center of Rzz[n] contain contributions
from all the input samples [Oppenheim et al., 1999, p.736].

49Half-overlap spacing, in which each section shares the first(last) half of its samples with those
of the preceding(succeeding) section, represents a near-optimal choice and can be shown to offer a
factor-of-two improvement in the consistency of the PSD estimator [Welch, 1967, p.72]. Greater
overlap only reduces the independence of the segments and, hence, the benefit to the variance of
ensemble averaging [Oppenheim et al., 1999, p.738].

50By providing more samples of Szz(ω) in the final estimate, S′zz(ω̃k), zero-padding avoids
misleading ‘picket-fence’ artifacts that can occur if the window nulls fall on the harmonics of
interest [Oppenheim et al., 1999, p.708]. It also ensures that N is a power of two, improving
the computational efficiency of the FFT. These benefits outweigh the bin width of 0.76 Hz/bin that
accompanies rounding N to the nearest power of two, despite its being slightly less than the target
of 1 Hz/bin (cf. Section 3.1.2.2).

51This modification comprises the window-normalizing coefficient obtained from substituting
(6.6a) into (6.8).

52Computing the power of each harmonic consists of determining the width of the corresponding
spectral peak relative to the local noise floor, then integrating both the signal and estimated noise
power over that bandwidth, before subtracting the latter from the former to arrive at P (fharm).
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signal. For a spectral estimated with these characteristics, it is trivial to ratio the

power of the largest harmonic to the fundamental and arrive at the SFDR according

to (3.7).53

6.2.3 Noise

The operation of the noise (NS) test bench, which evaluates the input-referred noise

of the DUT in each of its programming modes using the instrument configuration of

Figure 6.8, is described by the following settings and procedures.

6.2.3.1 Instrumentation

The noise measurement procedure described in Section 6.2.3.3 is predicated on the

existence of a source whose noise spectral density is known. With a noise bandwidth

of 10 MHz, the Agilent 33120A provides white (Gaussian) noise of variable total

power.54 Using the passive path of INPSE (cf. Figure H.2(a)) to minimize additional

noise,55 this source is connected as shown in Figure 6.8 for the case of the LNA as

DUT. Designed to exhibit low en, and with its contribution demoted through Friis’

equation (cf. Footnote 1 of Chapter 3), OUTSE is able to convert the noisy LNA

output to a 50-Ω impedance compatible with the Agilent 4395A, operating in its

spectrum analyzer mode,56 despite containing active circuitry.

53Note that in the results of Section 6.3.3, the power of the 2nd and 3rd relative to the fundamental
are explicitly computed in lieu of identifying the SFDR alone.

54The spectral density of noise provided by the Agilent 33120A is not exactly white; the
imperfections that attend its direct digital synthesis (DDS) of arbitrary waveforms, including low-
frequency spurs at −74-dBc levels, are documented in [Agilent Technologies, Inc., 33120A Manual,
p.276-286]. However, the Gaussian approximation is sufficient for this work since the Ssi(f)
calibration described in Section 6.2.3.3 accounts for any undulations with frequency.

55Naturally, ambient noise can still be coupled in through a variety of sources in the passive
INPSE path, especially through the magnetic flux of X1 and B1. Short of access to an electrically
and magnetically quiet test facility, this effect is unavoidable; the ramifications of the associated
errors are addressed in Section 6.2.3.4.

56Preference for the shielding afforded by coaxial cables during sensitive noise measurements, as
well as the comparatively higher noise of the Agilent 1141A probe, also promote the choice of output
path through OUTSE.
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6.2.3.2 Configuration

For input coupling, the NS test bench uses the single-ended-to-differential conversion

of the passive INSPE path in Figure H.2(a), with the output of the Agilent 33120A

function generator coupled via J5, whose shield is grounded. Filters F1–F3 and B1

are all bypassed, sparing the input any additional filtering. R1 is removed, so that

the function generator sees a 50-Ω termination.

The output of the DUT is DC-coupled to OUTSE by configuring MUX1–MUX4 of

Figure H.5(b) accordingly. A1 is programmed for 0-dB gain and C3–C5 are removed

to, once again, prevent slimming of the noise bandwidth.

The Agilent 33120A features a 10-MHz noise bandwidth and the ability to generate

white noise with programmable output power (into a 50-Ω load) between −30 dBm

and +10 dBm [Agilent Technologies, Inc., 33120A Manual, p.59].57 To sense these

levels with a dynamic range of just 70 dB, the spectrum analyzer is configured with

an internal attenuation of 20 dB on its test port. Just as for the FR test bench (cf.

Section 6.2.1.3), its frequency resolution is improved by conducting linear sweeps over

the five decades from 100 Hz to 1 MHz, with the resolution bandwidth and averaging

specified in Table 6.5.

6.2.3.3 Acquisition

A simple model of the noise through the signal path of Figure 6.8 is depicted in

Figure 6.9, which highlights the following contributors:

• Ssi(f): PSD of noise injected at DUT input by known source.

• Sai(f): PSD of noise injected into DUT by ambient environment, including flux

pick-up via coils of X1 in INPSE.

• Sdi(f): Equivalent input-referred noise PSD of DUT, which is assumed to be

an ideal, noiseless block of gain Gp.

57As described in Section 6.2.3.3, an attenuator is placed in series with the output of the function
generator to achieve noise powers low enough for LNA testing.
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Decades Agilent 4195A settings

ID
fstart

a fstop
a RBWb Avg.c Timed

[Hz] [kHz] [Hz] [#] [sec]

0 101 102 1 24 5.481
1 102 103 3 25 1.388
2 103 104 10 24 2.082
3 104 105 30 25 1.104
4 105 106 100 24 2.343

a Linear, 401-point sweep performed over each decade of range (fstop/fstart)
b Resolution bandwidth (RBW) scales with decade as the effect of 1/f noise depreciates
c Averaging selected to reduce variance while equalizing sweep times, except for noisiest

decade (ID 0)
d Aggregate sweep time over all decades, including averaging

Table 6.4: Spectrum analyzer settings for NS test bench, including
resolution bandwidth (RBW) and number of averages (Avg.). Decade ID
numbers are used to track data files.

• Sco(f): Equivalent output-referred noise PSD of all circuitry in the signal path

other than the DUT. Although rendering this noise independent of Gp is only

an approximation, the dominant noise contributions are, in fact, in OUTSE,

since the active path of INPSE is eschewed.

• Smo(f): Noise PSD measured by spectrum analyzer. Due to the limitations

of this instrument, Smo(f) is constrained to a maximum(minimum) value of

Smf(Sme).

To isolate Sdi(f), during each run the known input power of the function generator

is swept between −50 dBm and +10 dBm and the spectral content of Smo(f) from

100 Hz to 1 MHz is acquired by the spectrum analyzer with 401 points/decade and the

settings shown in Table 6.4. The corresponding levels of Ssi(f) are given in Table 6.5,

which reveals that for steps A through O, a 20-dB attenuator is placed in series with

the function generator output to deliver power levels below 3.5 µV/
√

Hz at the DUT

input. The remaining contributors of Figure 6.9, which are presumed stationary, are

then characterized by the following steps:58

58The connectivity for Steps 1–3 is simple enough that is not pictured in Figure 6.8.
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Powers Agilent 33120A settings PCB equivalents

ID
Panela Attenuatorb Effective At J5 At DUT

[dBm] [dB] [dBm] [µVrms] [µV/
√

Hz] [ µV/
√

Hz]

A −30 20 −50 1.41 0.45 0.03
B −27 20 −47 2.00 0.63 0.04
C −24 20 −44 2.82 0.89 0.06
D −21 20 −41 3.99 1.26 0.08
E −18 20 −38 5.63 1.78 0.11
F −15 20 −35 7.95 2.51 0.16
G −12 20 −32 11.23 3.55 0.22
H −9 20 −29 15.87 5.02 0.31
I −6 20 −26 22.41 7.09 0.44
J −3 20 −23 31.66 10.01 0.62
K 0 20 −20 44.72 14.14 0.88
L 3 20 −17 63.17 19.98 1.24
M 6 20 −14 89.23 28.22 1.76
N 9 20 −11 126.04 39.86 2.48
O 12 20 −8 178.04 56.30 3.51
P −5 0 −5 251.49 79.53 4.95
Q −2 0 −2 355.23 112.33 6.99
R +1 0 +1 501.78 158.68 9.88
S +4 0 +4 708.79 224.14 13.95
T +7 0 +7 1001.19 316.60 19.71
U +10 0 +10 1414.21 447.21 27.84

a Power level programmed on front panel
b Power level following Mini-Circuits HAT-20 20-dB attenuator (0 if absent)

Table 6.5: Function generator settings for NS test bench, highlighting the
transformation of the total noise specified on its panel to the equivalent PSD at
the DUT input, accounting for passage through the optional −20-dB attenuator
and INPSE circuitry. Power ID numbers are used to track data files.
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GpSsi(f)

Sai(f) Sdi(f) Sco(f)

Smo(f)

Figure 6.9: Block diagram of simplified noise model for NS test bench signal path.
The subscripts ‘i’ and ‘o’ distinguish quantities referred to the input and output of
the DUT, respectively.

1. Sme(f) is measured with the spectrum analyzer input floating.

2. Ssi(f) is measured by subtracting Sme(f) from a measurement taken with the

spectrum analyzer directly connected to the output of the function generator

(or attenuator, if applicable).

3. Sai(f) and Sco(f) are estimated by configuring the DUT in bypass mode and

extrapolating the intercept of the Smo(f)-versus-Ssi(f) curve at each frequency;

this intercept approximates Sco(f) +GpSai(f).

4. Sdi(f) is estimated by repeating Step 3 with the DUT in the signal path.

The extrapolated intercept that results, after subtracting off that of Step 3,

corresponds to the output-referred DUT noise PSD, GpSdi(f).

6.2.3.4 Analysis

Given the model of Figure 6.9, consider the noise measured by an ideal spectrum

analyzer at a single frequency, fo. When the amplitude of the input power, Ssi(fo),

is swept over the course of each run, the expression for Smo(fo) is easily identified as

affine:

Smo(fo) = Gp︸︷︷︸
Slope

Ssi(fo) +GpSai(fo) +GpSdi(fo) + Sco(fo)︸ ︷︷ ︸
Intercept

(6.9)
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where the quantity of interest, Sdi(fo), is subsumed into the intercept. However, this

simple representation, depicted by plotting Smo(fo) versus Smo(fo) in Figure 6.10(a),

assumes Sme→0 and Smf→∞; in practice, the limited (∼70 dB) dynamic range of the

spectrum analyzer dictates that these lower and upper limits on Smo(f) are actually

finite, resulting in the single-frequency input-output curve of Figure 6.10(b), whose

regions are defined in a piecewise manner by:

Smo(fo) =


Sme(fo) , cut-off

GpSsi(fo) + (GpSai(fo) +GpSdi(fo) + Sco(fo)) , linear

Smf(fo) , saturation

(6.10)

The inflection point along the Ssi(fo) axis that defines the boundary of the cut-

off(saturation) region, Sse(fo)(Ssf(fo)) varies with fo, since the noise floor(Bode re-

sponse) of the spectrum analyzer(signal path) increases(rolls-off) at the lower(upper)

extreme of the measured bandwidth due to flicker noise(X1 in INPSE).

Nevertheless, punctilious establishment of the Ssi(fo) sweep range at each fo and

the use of a 16-tap mean (running average) filter to smooth the Smo(f) measured

at each sweep step ensure that all three regions of the curve in Figure 6.10(b) are

represented. In that case,59 it is possible to identify the linear region, perform a

first-order fit, and extrapolate the intercept of (6.9). Applying this technique at each

frequency point for the configurations of Step 3 and 4, and subtracting the resulting

intercepts as indicated, yields the desired profile of Sdi(f).

6.2.4 Power Dissipation

The operation of the power dissipation (PD) test bench, which evaluates the power

consumed by the DUT in each of its programming modes using the instrument

59 The flicker noise of the spectrum analyzer limits the width of the linear region at low frequencies.
Hence, the quality of the fit suffers and the variability in the extrapolated intercept between
neighboring frequencies increases, manifesting as higher variance of the estimated noise floor below
1 kHz. Similarly, at high frequencies, X1 roll-off muddles the onset of the saturation region, rendering
it difficult to properly identify the bounds of the linear region and, as a consequence, the linear fit
tends to overestimate the intercept above 800 kHz.
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Ssi(fo)

Smo(fo)

Intercept

Slope

Slope = Gp

Intercept = GpSai(fo) + GpSdi(fo) + Sco(fo)

(a) Ideal spectrum analyzer.

Sse(fo) Ssf(fo)
Ssi(fo)

Smo(fo)

Smf(fo)

Linear

Sme(fo)

Intercept

SaturationCut-off

Slope

(b) Actual spectrum analyzer.

Figure 6.10: Single-frequency (fo) slice of two-dimensional Smo(f) surface mapped
by input frequency and power sweeps for (a) ideal and (b) actual spectrum analyzer
dynamic range.
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configuration of Figure 6.11, is described by the following settings and procedures.

6.2.4.1 Instrumentation

To measure the average dynamic power dissipation of the SVEPRE components, it

is configured as shown in Figure 6.11, with the complete signal path through both

the LNA and AAF active. The SRS DS360 provides the chip with a representative

sinusoidal input while Agilent 34401A digital multimeters (DMMs) connect to

instances of the circuit of Figure H.6 that appear in series with the Vsup and Vlgnd traces

near the socket.60 To discriminate between the power consumption of the LNA and

AAF, the total supply current is compared against that flowing through the LNA

ground return.61 This technique allows both devices to remain active, mimicking

signal-dependent power demands observed in the field for an improved estimate.

During baseline(radiation) testing the current is sensed by an ammeter(voltmeter)

measuring the current through(voltage across) H1(R1). In both cases, the voltage

is also measured across H2. When monitoring for SEL, the DMMs are repeatedly

queried over the GPIB bus to provide real-time tracking to the operators (cf.

Section 6.2.5.3).

6.2.4.2 Configuration

Input coupling for the PD test bench is relatively inconsequential, as the SRS DS360

only drives INPDF so as to provide a nominal input signal—a 10-kHz, 50-mV/
√

Hz

sinusoid that exercises half the full-scale output range—to both the LNA and AAF,

which are cascaded to form the complete signal path in Figure 6.11. To that end, the

configuration of the INPDF options is identical to that of the LN test bench when

60Measurements of Vesup yield negligible current during normal operation, so this supply is only
monitored for SEL.

61As evident from the pinout of Figure 6.2, rather than drawing from separate supplies, the LNA
and AAF, as well as communal on-chip circuitry such as the common-mode voltage regulators, share
a single core power network (Vsup). But, the LNA return is distinct from that of the AAF for noise
purposes (cf. Section 6.1.1.2). Thus, despite being unconventional, it is expedient to simply measure
the total return current and that of the LNA separately, subtracting the latter from the former to
arrive at the current consumption of the AAF. The power drawn by the communal circuitry is, then,
assigned to the AAF, which is appropriate given that this circuitry is replicated within each stage.
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driving the LNA (cf. Table 6.3). Likewise, the output is terminated in OUTDF, whose

configuration matches that of the LN test bench (cf. Section 6.2.2.2) though it need

not be directly measured by additional instruments.

6.2.4.3 Acquisition

The pair of Agilent 34401A multimeters that sense Isup(Vsup) and Ilgnd(Vlgnd) using

H1(H2) of Figure H.6 are polled in a round-robin fashion at the maximum rate

supported by the GPIB interface (∼ 42 Hz aggregate)62 over the course of a 30-

second acquisition duration. Typically, the voltage measurements are performed only

twice—at the beginning and end of the record—while current measurements are made

continuously.

6.2.4.4 Analysis

A simple average of the dynamic power dissipated by the DUT while processing a

nominal input tone is obtained by separately multiplying the time-averaged current

measurement of each DMM by the initial-plus-final average Vsup such that:

P total = V supIsup (6.11a)

P lna = V supI lgnd (6.11b)

With (6.11b) accounting for all the return current of the LNA, the time-averaged

power consumption of the AAF is simply the difference of the two expressions in

(6.11): P aaf =P total−P lna.63

62Rather than toggling between the two DMMs, the GPIB controller opts for a more efficient
schedule that acquires 20 samples from each instance before commuting them. By reducing the
switching overhead, this technique approaches the theoretical maximum rate, achieving 640 samples
per 30 seconds or 21.3 Hz per DMM, without completely sacrificing synchronicity.

63Although more than accurate enough for this work, this technique counts the base current of the
pnp inputs to G1 in Stage 1 of the AAF as part of P lna and, conversely, subsumes the common-mode
currents drawn by the segments of Rl into P aaf . Both these quantities are quite small, justifying
the neglect of these error terms.
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6.2.5 Single-Event Effects

For clarity, the operation of the single-event effects (SEE) test bench is conceptualized

as the simultaneous, parallel operation of two test benches—one for detecting SEL

events, the other for ASETs.64 Using the configurations of Figure 6.12(a) and

Figure 6.12(b), which partition the instrumentation accordingly, these evaluate both

the ASET and SEL sensitivity of the DUT in each of its programming modes as

described by the following settings and procedures.

6.2.5.1 Instrumentation

Utilizing the same input and output processing blocks of the characterization PCB,

as is evident in Figure 6.12(a) and Figure 6.12(b), the subsets of the SEE test bench

only differ insofar as a digitizing oscilloscope(DMM) scans the DUT outputs(supplies)

for SET(SEL) phenomena while the part is irradiated.

SEL Testing

When apprising SEL sensitivity, it is necessary to periodically sample the supply

voltage waveforms, revealing to the experimenter gradual(sudden) variations that

presage(identify) latchup so that precautions are taken to protect the DUT from

catastrophic damage. To that end, the multiple DMMs depicted in Figure 6.12(a)

are polled over GPIB to provide a real-time graphical display of the Vsup and Vesup

waveforms (e.g., Figure 6.36).65

SET Testing

To monitor SETs during heavy-ion(pulsed-laser) testing, Figure 6.12(b) depicts a

64Although their compatibility permits the capture of both SEE phenomena when the DUT is
exposed to a particular SEE source (cf. Appendix J) and, indeed, both halves of the SEE test bench
are typically operated simultaneously, either can be eschewed as desired without compromising the
measurements of the other.

65The limited memory depth and transfer rates of the digitizing oscilloscopes employed for SET
monitoring are not sufficient for the long (>300 s) exposures that characterize SEL experiments. The
GPIB polling trades a lower sampling rate and variability in sample-to-sample spacing for arbitrarily
long acquisition times.
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variation of Figure 6.8 in which the Agilent E3630A power supply is replaced by

an Agilent 6236B(Hameg HM8040-2)66 and the spectrum analyzer is replaced by a

four-channel Textronix TDS3054B(LeCroy WP960XL) oscilloscope.67 Although the

oscilloscope channel allocations vary with the specific device under examination,68

the depicted configuration allots two channels to the LNA outputs while two probe

the supply voltages Vsup and Vesup as a precaution.

6.2.5.2 Configuration

As shown in Figure 6.12(a) and Figure 6.12(b) both SEL and SET evaluation employ

an Agilent 33120A function generator coupled to the DUT via the passive path of

INPSE (cf. Figure H.2(a)). The configuration of this signal path is identical to that

of the NS test bench (cf. Section 6.2.3) to ensure proper termination of the function

generator, whose output impedance remains at 50 Ω. Similarly, during both SEL

and SET testing the DUT output is terminated into OUTDF, with only polystyrene

capacitors C2, C4, and C6 populated, as in the case of LNA testing with the FR test

bench (cf. Section 6.2.1). These capacitors render the DUT loading independent of

the presence of the oscilloscope, such that the DUT performs comparably for both

flavors of testing.

SEL Testing

When monitoring Vsup and Vlgnd during pulse-laser SEL testing, the DMMs of

Figure 6.12(a) are configured as ammeters, bypassing R1 of Figure H.6 and sensing

the supply current directly (cf. Section H.2.1.1).

66Since its on-board regulation renders the operation of the characterization PCB agnostic to
the model of the power supply, alternatives conveniently available at each test facility are readily
coopted.

67In both cases, the oscilloscope belongs to the associated test facility, so the features of each
model reflect the particulars of the test environment. For heavy-ion testing, the TDS3054B (5-
GS/s) acquisition module counts events defined by a predetermined trigger criterion, whereas the
sampling and storage capabilities of the WP960XL (4-GS/s, 16 MB/channel) permit the synchronous
recording of the full input and output waveforms on all four channels.

68For example, during laser testing, one channel is dedicated to capturing the timing and duration
of the precipitating pulse.
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However, for heavy-ion testing, the DMMs serve as voltmeters, measuring the

voltage across R1 at H1, as this technique is least susceptible to ground-loop pickup(I∗
R errors) associated with the noise environment(long cable runs) endemic to the test

facility. For the supply monitor on Vsup(Vlgnd), a value of 1 Ω(10 Ω) for R1 garners

DMM voltage resolution to better than two decimal places under normal operation,

wherein VR1 ' 16 mV(VR1 ' 7 mV),69 yet affords ample dynamic range to capture

sharp increases in the supply current that precede and/or accompany SEL events.

SET Testing

The digital oscilloscope responsible for capturing output waveforms and counting

upsets during SET testing is configured according to the particulars of the radiation

source (cf. Section J.1.3 and Section J.2.3). As the pulsed-laser scans the SVEPRE-1

die, the scaling and triggering of the LeCroy WP960XL is manually controlled,

ensuring accurate capture of the observed waveforms and averaging 2000 points

at a sample rate between 25–100 MHz. In contrast, with experimenters barred

from the heavy-ion chamber, the Textronix TDS3054B records both SET events and

the corresponding waveforms automatically. As such, its triggering and acquisition

settings are summarized in Table 6.6. Notably, when the DUT is receiving

sinusoidal(DC) signals, the oscilloscope trigger—and, thus, the criterion for an

ASET—identifies each pulse whose width(amplitude) that is narrower(greater) than

one half-period of the tone(Vcmo ± 30 mV).

6.2.5.3 Acquisition

Both SEL and SET data are captured in a series of intervals, known as runs, during

each of which the energy of the radiation source and the parameters of input tone

and DUT are held constant. For heavy-ion testing, the duration of each run is 300

69To ensure that the nominal supply voltage of +2.5 V reaches the DUT, regulator SUPA1 is
adjusted to compensate for this voltage drop. Since this procedure is only performed in Mode C,
decline of Isup in the lower AAF bandwidth modes increases Vsup. But, as this mode-dependent
variation amounts to at most 4.5 mV, it has negligible impact on performance. Similarly, the
VR1'7 mV offset of LGND is comfortably tolerated.
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SEE source Agilent 33120A settings

Type Test
Impedancea Frequency Panelb Effectivec

[Ω] [kHz] [mVPP] [mVPP]

Pulsed-laser Sinusoid 50 10 200 25

Heavy-ion
DCd 50 0 0 0

Sinusoid 50 10 250 30
Sinusoid 50 10 500 60

a Expected load impedance for programmed amplitude
b Singled-ended amplitude programmed on front panel
c Differential amplitude at DUT input terminals
d To effect a DC input, the function generator is physically disconnected

Table 6.7: Function generator settings for SEE test bench, including the
relationship between the single-ended amplitude on the instrument panel and
the effective differential amplitude at the DUT input, accounting for gain and
impedance matching through INPSE.

seconds whereas for pulsed-laser testing it varies with beam location.70 In both cases,

the DUT is provided with a nominal input, the details of which are summarized in

Table 6.7, but the data collection is unique to the expected phenomena.

SEL Testing

For pulsed-laser testing, the free-running DMM samples are inspected by the

experimenters in real-time so that any latchup event can be noted and interrupted,

but are not permanently stored. Instead, as described below, the supply waveforms

are recorded by the oscilloscope. Conversely, during heavy-ion testing the DMM

samples for each 300-s run are both displayed to the operators in real-time and

permanently stored, whereas the oscilloscope channels monitoring these same signals

(cf. Figure 6.12(b)) are not saved.71

70As opposed to the computer-controlled shutter for the heavy-ion beam, the laser shutter
is manually controlled; uncertainty in the duration of each run is a direct consequence of the
concomitant imprecision.

71Limited beam time and the sluggish transfer rate over the eScope interface collude to render the
of download waveforms from all four oscilloscope channels on each run impractical. Since the supply
voltage exhibited no appreciable variation—let alone sudden transients—throughout the entirety of
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SET Testing

Given the inherent ambiguity in defining analog SETs as compared to their digital

counterparts (cf. Section 2.2.2), it is considered good practice to capture both

continuous and discrete forms of SET data.

Waveforms: The former, consisting of samples of the representative waveforms

observed at the DUT output, would ideally embody a single large data set containing

a continuous stream of samples taken throughout each run. With time-domain records

of all transients, classification according to width, height, rate of occurrence, and

other morphologies can be performed in post-processing [Buchner and McMorrow ,

2005, p.25]. However, in the setup of Figure 6.12(b), the limited memory and data

transfer rate of the oscilloscope responsible for this operation precludes continuous

recording. In fact, since the ASET rate typically exceeds the time required to capture

and transmit a single channel buffer, even synoptic recording is impractical, as upsets

that occur during the transfer are missed.

As a compromise, then, two sets of waveforms are obtained. The first set

contains only the waveform captured at the conclusion of each run, whose transfer

obviously does not inhibit further acquisition.72 The second and more comprehensive

set is obtained by qualitative inspection of synoptic results obtained with a free-

running beam.73 During this evaluation, the most representative and unique finds

are preserved.

Cross-Sections: To compute a cross-section according to (2.23), the complete,

time-domain, transient record is distilled into a discrete ‘upset’ distribution, Nu, by

means of a pulse-discrimination threshold (cf. Section 2.2.2). Since the SET sensitivity

of the DUT can be data-dependent, Table 6.7 indicates the use of both DC and

SEE testing, it proved expedient to omit the data of Channels 3 and 4 from the oscilloscope record,
relying only on the coarse sampling of the DMM.

72This data set is only collected during heavy-ion testing. Since pulsed-laser exposures are
effectively free-running (cf. Footnote 70), there is no need to impose a distinct conclusion. Instead,
representative or anomalous waveforms are saved whenever they are observed.

73In the case of a free-running beam, the run concludes when the experimenter deems the collected
data sufficient representative, or as dictated by ancillary time constraints.
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sinusoidal inputs. For the former, which is analogous to the condition of Figure 2.30, a

pulse-height threshold, Vthresh, is the most appropriate criterion whereas, for naturally

oscillating outputs, the width of the transient is compared to that of the fundamental

frequency, establishing a maximum tthresh.74

In the DC case, the DUT inputs are fixed at Vcmi and the oscilloscope trigger

level, which is equivalent to Vthresh (cf. Section 2.2.2), is set at either 30 mV above or

below the corresponding Vcmo.75 Since only a positively or negatively signed trigger

can be enacted during a given run, the DC experiments each consist of two runs

whose parameters are identical, save for the trigger sign. For sinusoidal inputs, the

oscilloscope pulse trigger, which is equivalent to tthresh, is set to 80% of the half-period

for the nominal 10-kHz tone (cf. Table 6.7). These two triggering mechanisms are

summarized in Table 6.6.

At the conclusion of each run, the oscilloscope reports the total number of triggers,

providing Nu for the computations of Section 6.2.5.4.76 To reduce the variance of this

result, each run is conducted twice in succession and their results averaged, yielding

600 seconds of data for each beam setting.

6.2.5.4 Analysis

Although objective, the detection of both SEL and SET events is largely qualitative;

in both cases, the first level of data analysis merely consists of visual observations

of the time-domain supply and output waveforms, respectively. However, the

74Naturally, extremely long ASETs are possible, but a long fundamental period (100 µs) ensures
that the number of such outliers excluded by setting a maximum tthresh is small.

75This trigger level is determined empirically such that the corresponding error rate for this part
yields a statistically significant distribution size within in the allotted beam time. Although “there
exists no minimum required data set to characterize an analog circuit” [Turflinger , 1996, p.596],
the resulting seven-point Nu set meets the minimum recommended [Petersen et al., 1992, p.1591].
In addition, this trigger level is comfortably beneath the Vthresh used in many published amplifier
reports (50–100 mV) [Adell et al., 2000; Koga et al., 1993, p.1840,p.2621], rendering the cross-sections
of this work comparatively pessimistic.

76Due to a bug in the eScope environment, this acquisition count was not transmitted to the
operator station along with the final waveform. Thus, the experimenters opened the cave after each
run and recorded the on-screen Nu value. In aggregate, the delays incurred each time the cave
is opened—due to the mechanics of displacing a heavy concrete door and, more significantly, the
abatement of stray radiation below safe levels inside (cf. Table C.2)—consumes a non-trivial fraction
of the total beam time available.
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mathematical rigor increases when employing the pulse-discrimination methodology

of Section 2.2.2 to define cross-sections and compile statistics on detected ASETs

during post-processing of SET data.

SEL Testing

In contrast to the analyses performed by the other test benches, including the SET

portion of this one, SEL analysis runs concurrent with the testing itself to permit

stable and potentially catastrophic latchup conditions from persisting unchecked.77

If latchup occurs, supply currents such as Ilna and Iesd would exhibit sharp increases

(capped only by the 100-mA current limit of the on-board regulators described in

Section H.2.2) as the structure of Figure 2.28 transitions from the blocking to latched

state, where it then remains until power is removed. Other metastable variations,

encompassing any conditions outside the blocking state, can produce signs of incipient

latchup, including gradual rises and or increased variability.

For pulsed-laser evaluations, the operators monitor the DMM for these conditions.

During heavy-ion testing, the GUI application polling each DMM generates a running

strip chart that is examined at the SEL station for instantaneous and long-run

fluctuations in all supply currents.

SET Testing

As in Section 6.2.5.3, the analytics distinguishing the continuous and discrete data

sets merit separate treatment.

Waveforms: For the continuous (waveform) data set, consisting of digitized

waveforms recorded before and after each run, as well as a set of synoptic observations

obtained with a free-running beam, simple statistics of the amplitudes and recovery

times of the observed ASETs are computed over the ensemble. Since the statistical

77Provided no latchup occurs, a more detailed examination of the supply waveforms—which are
digitized and stored during both pulsed-laser and heavy-ion testing—can proceed at the conclusion
of the testing. In this work, a survey of the strip charts from each experiment seeking signs of
incipient latchup uncovered no such anomalies.
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significance of these descriptions is diluted by the size of the data records and

the infrequency of transients at the extremes of the amplitude and recovery time

distributions, the primary upshot of this statistical catalog is to assess the incidence

of either catastrophic cases, in which the device malfunctions (e.g., oscillation,

saturation, reset), or irrecoverable or prolonged transients which can be sensed by

the ADC.78

Cross-Sections: The discrete data set, consisting of ‘upsets’ counted for various

input types and their associated threshold criteria, is used to construct a cross-section

curve such as that of Figure 2.31.79 In so doing, it should be emphasized that such

a curve represents not the distribution of σu for the most sensitive sections of the

circuit but, rather, a distribution of the sensitivities of the various sections themselves

[Petersen et al., 1992, p.1578].80 This interpretation justifies fitting the cross-

section versus LET (σu-vs-L) curve with a so-called integral Weibull distribution—

specifically, the cumulative distribution function (CDF) of the Weibull probability

distribution, scaled by a constant to fit the asymptotic limit—which is employed in

reliability and risk analysis to describe a system whose failure results from that of

any one of a population of identical components, each with independent probability

of failure [McCormick , 1981, p.42]81. The four-parameters of the Weibull model

78It is quite rare for an analog circuit to not demonstrate any ASET susceptibility whatsoever.
Thus, at moderate to particle/photon energies, transients are not only expected but accepted. Their
impact on downstream circuitry determines whether they qualify as ‘upsets’ in the context of the
instrument system, as noted in Section 2.2.2.

79According to (2.23), both Nu and φR (the fluence of ionizing radiation) are required to arrive
at σu. Since, only the heavy-ion facility permits determination of φR with acceptable precision (cf.
Footnote 70), upset distributions and cross-section curves are not computed for pulsed-laser data.
Also, the rationalization constant R in (2.23) is fixed at unity since the limited number of input
conditions undermines meaningful normalization.

80For example, Lth describes only the scenario in which “the most sensitive region [is] hit in it’s
most sensitive location and does not represent the entire” chip [Petersen et al., 1992, p.1578].

81The success of the Weibull distribution in “a large number of diverse situations,” including SEU
analysis for microelectronics, stems from its being appropriate for describing any process whose
conditional failure probability as a function of time follows a power-law distribution [McCormick ,
1981, p.41–42].
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proposed by Petersen et al. [1992, p.1586],82

σu(L) = A

 1− e−[(L−Lo)/W ]S , L > Lo

0 , L < Lo

(6.12)

allow a succinct summary of the SEU response that is compatible with standard

rate-prediction tools, such as CREME96 [Tylka et al., 1997, p.2157].

Provided with these inputs and a description of the sensitive volumes of the die,

the tool can estimate the upset rate of the part by: breaking the cross-section curve

into sections, each corresponding to a sensitive volume with a unique Qcrit; integrating

each section over its sensitive volume to determine an upset rate using the Weibull

parameters to weight the sum of these rates, accounting for the areal fraction governed

by each Qcrit.
83

82In the context of SEU analysis, the four free Weibull parameters are known as [Petersen et al.,
1992, p.1586]:
A : Limiting cross-section. Analogous to σsat for the ideal curve of Figure 2.31
Lo : Onset threshold. Analogous to Lth for the ideal curve of Figure 2.31
W : Width parameter. Controls width of the distribution
S : Shape parameter. For specific values, the distribution degenerates to familiar archetypes:

• S=1 : Exponential distribution
• S=4 : Rayleigh
• S=4 : Gaussian
• S→∞ : Log-normal

This parameterization is not universal: the presence of the scaling factor A and the selected
symbols vary across disciplines. However, it reflects the conventions of the SEU hardness-assurance
community [Petersen, 1995; Tylka et al., 1997, p.1995,p.2152].

83This algorithm can be implemented using both integral weighting, as described here, or
mathematically equivalent differential weighting [Petersen et al., 1992, p.1592–1593]. Regardless,
it makes several assumptions about the particle trajectory: its flux is isotropic; its path length is
independent of LET; its LET is constant through the sensitive three-dimensional volume in which
Qcrit is deposited; its deposited energy is the simply product of a constant LET and the length
of a funnel-adjusted chord through the volume; and the space of all possible chord lengths can be
bounded by assuming a rectangular parallelepiped (RPP) shape for the sensitive volume [Petersen
et al., 1992, p.1579–1580].
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6.3 Baseline Performance

Using the test benches of Section 6.2.1 through Section 6.2.4, the baseline performance

of the LNA and AAF were measured in a series of tests conducted by the author in the

laboratories of the David Packard Building at Stanford University between September

2004 and June 2008. Section 6.3.1 states the general procedures and test conditions

applicable to all such measurements, whereas key results for the LNA(AAF),84 which

are obtained at a nominal gain(bandwidth mode) of Gp =14 dB(fp =180 kHz) unless

otherwise stated, are presented in Section 6.3.2(Section 6.3.3) confirming that the

device performance satisfies the corresponding specifications of Table 3.2 in terrestrial

operation.

6.3.1 Procedure

All testing is conducted at room temperature (∼ 28◦C) and nominal supply voltage

(Vsup =Vesup = +2.5 V) with the part lidded. Except as noted in Section 6.2.4.1, the

LNA output is decoupled from the AAF input such that the two components are

separately characterized. For the specific procedures governing operation of the FR,

LN, NS, and PD test benches that comprise the baseline characterization described

below, refer to Section 6.2.1 through Section 6.2.4.

6.3.2 LNA Results

Aside from its input impedance, whose very large(small) resistive(capacitive) com-

ponent resists accurate measurement with available laboratory instrumentation,

and whose magnitude is confirmed in Figure 4.16 to exceed the specified level of

1 GΩ‖1 pF, ranging from 18.3 GΩ‖4.2 fF to 6.7 GΩ‖10.4 fF for Gp between 0 dB

and 24 dB, the LNA performance metrics of Table 3.2 are grouped by test bench as

follows.

84In the interest of brevity, the data presented in Section 6.3.2 and Section 6.3.3 are limited to
the most vital measures. The full set of measurements permuting all programming modes of the
two DUTs with the four baseline test benches and their configuration options is prodigious—and
somewhat unwieldy for a document of this nature.
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6.3.2.1 Bode Response and Programming

Figure 6.13 depicts the de-embedded magnitude (
∣∣TD

dmbd(f)
∣∣) and phase (∠TD

dmbd(f))

of the LNA Bode response as its gain is manually programmed over the full range

(0–24 dB) in 2 dB steps.85 Along with the flatness of the passband,86 Figure 6.13(a)

demonstrates that the overall −3-dB bandwidth, fp, remains at 3.91 MHz even for the

highest gain setting. This behavior is a direct result of employing local rather than

global feedback in the LNA input stage (cf. Section 3.2.2.1) and should be contrasted

to the gain-bandwidth limitations of the latter, as depicted in Figure 3.19(b). Hence,

it confirms the efficacy of the feedback techniques described in Section 4.2.2 vis-à-vis

rendering the entire gain range at full bandwidth.

Recognizing that the 4 MHz specification of fp is extremely conservative, since

any LNA roll-off above fp merely aides in the anti-aliasing of the subsequent filter,

the measured LNA bandwidth is ample and its evaluation unencumbered by phase-

measurement artifacts above fp.87,88 In fact, when loaded by the AAF rather than the

spectrum analyzer, the rise in the non-dominant pole of the LNA (cf. Section 6.4.2.1)

compensates for the −2.25% droop in fp from its predicted value.

85At each step the RF output power of the network analyzer is reduced by −2 dB, keeping the
LNA output amplitude constant (at 1 VPP) so as to improve agreement between the measurement
and calibration data sets by using the same internal amplifiers within the network analyzer.

86The discontinuities near 100 kHz reflect measurement artifacts in the calibration data set where
the boundaries of the decades to either side are stitched together. Since they are not repeatable,
as demonstrated by their absence at certain gains (e.g., 16 dB) they are attributed to the physical
setup of the FR test bench and the vagaries of the directional coupler responsible for power division
at the output of the network analyzer.

87 Errors in the phase measurements of the Agilent 4395A result in discontinuities near 8 MHz
which, like those of the magnitude response described by Footnote 86, are patently unphysical.

88The rise of the magnitude response near 10 MHz is an artifact of peaking in the OUTSE inamp,
whose unity-gain bandwidth is just 1 MHz. Since only a single calibration data set is obtained (cf.
Section 6.2.1.3), the success with which this OUTSE peaking is de-embedded varies at each gain
setting as the LNA Zout responsible for driving the OUTSE inamp changes along with Zin. Similar
impedance dependencies are evident at lower gains, particularly Gp =0 dB, where Zout is well below
the ∼50 Ω presented to OUTSE by the function generator in bypass mode.

In light of this behavior, later LNA characterization was performed with the Agilent 1141A in
the configuration of Figure 6.5(a). But, since OUTSE was in use during the total-dose testing, it
is appropriate that it be employed to gather the baseline data for comparison with the results of
Section 6.4.2.1.
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Examining the relationship between the inverse of the gain-programming resis-

tance, Rd, and the achieved DC gain for each curve of Figure 6.13(a), Figure 6.14

plots the latter against the former, revealing an excellent linear fit. In fact, with

a coefficient of determination (R2) that differs from unity by just -94.1 dB,89 this

regression indicates that the feedback provided by super emitter-followers of the first

stage has not only reduced the nonlinearities of (4.4a) to the level of (4.7), but has

satisfied the necessary conditions to further reduce the latter to the ideal form of (4.1)

in which (to within a constant offset):90

Gp =
Rl

Rd

=
46.104 kΩ

Rd

(6.13)

The tight adherence of the LNA programming curve to (6.13) confirms that the

proposed circuit accurately realizes the gain as merely a ratio of resistors, rendering

it independent of transistor parameters.

6.3.2.2 Linearity

Figure 6.15 presents spectral estimates obtained with the LN test bench when the

LNA is programmed to a gain of 14 dB and supplied with nearly full-scale tones at

1 kHz and 5 kHz. At both frequencies, the SFDR is better than 90 dB,91 and, as

89In this chapter, the goodness of fit for linear regressions of M -point data sets is assessed using
the coefficient of determination, defined in terms of the observation values yi and the fit, or modeled
values, fi as:

R2 = 1−

M∑
i=0

(yi − fi)2

M∑
i=0

(yi − ȳ)2

As a ratio of the sum of the squares of the residual fitting errors to the sample variance, the fractional
term can be interpreted as a measure of unexplained variance. Thus, as it tends to zero, confidence
in the predictive ability of the selected regression model approaches certainty.

90Incidentally, the value of Rl = 46 kΩ inferred from the regression behind (6.13) indicates an
absolute resistor tolerance of 8% that lies well within the 20% margin allocated during design. The
design of biasing circuits that rely on RPD values (cf. Section 4.2.4) is thereby proven sufficiently
conservative.

91In calculating the SFDR, the energy associated with 60 Hz pickup and its harmonics, clearly
visible at the low-end of the spectrum, has been ignored.
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Figure 6.13: (a) Measured magnitude of LNA Bode response for Gp programmed
from 0 dB to 24 dB in 2 dB steps. Step size chosen arbitrarily.
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Figure 6.14: Measured LNA gain programming curve. For each of the gain steps in
Figure 6.13, the measured Gp (blue circles) is plotted against the reciprocal of the
corresponding measured Rd and the result fit to a linear regression (green line) in a
least-squares sense.
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expected, is dominated by the third harmonic , whose presence is attributed to the

CB junction capacitances of the tail current sources (cf. Figure 4.21). Notably, layout

techniques to improve matching between the differential halves of the circuit have

succeeded in suppressing the 2nd harmonic below -100 dBc.92 In fact, at 0.76 Hz/bin

resolution, this distortion is nearly indistinguishable from the variety of environmental

tones intermittently present in the laboratory environment.93

6.3.2.3 Noise

Using the noise measurement techniques of Section 6.2.3, the input-referred noise

voltage of the LNA in Figure 6.16 is obtained. Not only is the average of this noise

floor—and, therefore the mean of the true Sin(f)—below the specified equivalent of

300 nV/
√

Hz over the passband, but even its peak value only exceeds this limit on

an occasional sample. The two most egregious exceptions are near the extremes: at

100 Hz, the effects of 1/f noise, which are otherwise effectively suppressed throughout,

begin to dominate whereas, at 1 MHz, artifacts related to the sparse data set from

which the extrapolation is performed cause a rapid, unphysical rise (cf. Footnote 59).

Ignoring the latter for obvious reasons, it is evident that the effective fK of the LNA

approaches 200 Hz, thereby keeping its low-frequency Sin(f) flat over the passband, as

desired. The minimal observed impact of the 1-MHz flicker corner of the constituent

pMOS devices (cf. Figure 3.11) reflects the proper sizing of M1–M4 in Figure 4.8 and

the shaping afforded by the large loop gain of (4.19).

6.3.2.4 Power Dissipation

The power dissipation of the LNA (not pictured) exhibits negligible variation over

the course of the programming performed when generating Figure 6.13, remaining

92Here, harmonic amplitudes are measured relative to that of the fundamental. Borrowing from
RF literature, where the fundamental is known as the carrier frequency, these measurements are in
units of dB relative to the carrier, or dBc.

93Despite the use of µ-metal shielding during much of the testing, such pick-up cannot be
completely suppressed. However, variations in the frequency and amplitude of the various coherent
interferers present in these spectra reflect the ephemeral character of such signals in the data records
and attest to their extrinsic origins.
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between 1.783 and 1.785 mW throughout.94 Not only is this absolute level sufficient

for plasma wave receiver applications,95 its independence from Gp is attractive for

robust but configurable sensor systems in general.

6.3.3 AAF Results

In the following, measurements of each of the AAF performance metrics of Table 3.2

are grouped by test bench. The results for all three bandwidth programming modes

are included.96

6.3.3.1 Bode Response

In Figure 6.17 and Figure 6.18, the Bode response of the AAF is shown to tightly

follow that predicted in previous chapters. Along with the magnitude(phase)

of Tmeas(f), measured according to the procedures of Section 6.2.1, the panels of

Figure 6.17(Figure 6.18), which portray magnifications of the passband (Subpanel

1) and transition band (Subpanel 2) alongside the full response in each bandwidth

mode, include the following data:

Ideal

Predicted filter approximation using infinitely precise values of the components

in (5.16). This trace conveniently echoes that of Figure 5.3, produced via

MATLAB simulation with the coefficients of (5.7) from the corresponding

column of Table 5.2.

Realizable

Predicted filter approximation using the discretized component values in

Table 5.2, which allow the filter to be realized with unit-cell transconductors

and capacitors. This trace conveniently echoes that of Figure 5.14, produced via

94With no trend to these minor variations, they are presumed to merely reflect thermal fluctuation,
measurement error, and other random processes.

95Even with the variations of the AAF power dissipation in Figure 6.35, the total remains below
the 50 mW limit under all measured conditions.

96This luxury is not permissible when the size of the corresponding data sets from each test bench
swells over the range of radiation conditions in Section 6.4.3.
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MATLAB simulation with the coefficients of (5.7) in the corresponding column

of Table 5.2.

Ideal Gm

Predicted filter approximation using models of the actual capacitors and opamps

but ideal transconductors to implement the stage architecture of Figure 5.13(b).

This trace is generated via the SPECTRE circuit simulator with the capacitors

and transconductors of each stage sized using the realizable values in Table 5.2.

Simulated

Predicted filter approximation from a full-chip simulation of SVEPRE-3 using

the SPECTRE circuit simulator.

In all three modes, the magnitude response exhibits excellent agreement with

the predicted curves. Although the suppressed peaking near the edge of passband

evidences the impact of layout and PCB parasitics in all modes,97 this has no impact

on the all-important rα, which is shown in the transition band subpanels to closely

track the ideal roll-off.98 Thus, the fabricated AAF provides the expected degree of

anti-aliasing.

Peak suppression is most evident in the simulated and measured magnitude

responses for Mode C (see Subpanel 1 of Figure 6.17(c)): at high frequencies, the

excess phase of the transconductors precludes the high Q required in Stage 3. To

match the realizable peak profile when using ideal transconductors, the bandwidth

of the design in Section 5.4, which is currently limited to 12 MHz by the zero

formed across Rg, must be enhanced. However, the existent behavior—as opposed

to Q-enhancement, which threatens stability—can easily be incorporated into the

instrument calibration.

97Particularly influential is the parasitic capacitance incurred at the input and output nodes of
each filter opamp, which is enhanced by making these available on test pads for debugging purposes
(see the OutX+ and OutX− pins of Figure 6.2).

98 No special care is taken during testing to tune the filter cut-off frequencies to match those of
simulation. Thus, since the Bode responses of Figure 6.17 are not normalized, absolute differences
related to the location of the measured fp are evident, though not salient. For reference, the measured
baseline values of fpa, fpb, and fpc are 30.53 kHz, 181.56 kHz, and 552.44 kHz, respectively.
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Note that the dynamic range of the network analyzer and high-frequency phase

errors observed throughout characterization (cf. Footnote 87)99 render it only possible

to confirm rα up to 60-dB attenuation. However, the all-pole response of the chosen

approximation (cf. Section 5.1.1) guarantees that there are no stopband zeros to

comprise rα beyond this point, which serves as a proxy for fr and is denoted fn

hereafter.

Despite limited accuracy of the phase measurements in the transition band due

to the large drop associated with a 6th-order design and the instrument limitations of

Footnote 87, Subpanel 1 of Figure 6.18 exhibits strong accord between the linearity

of the predicted and measured passband phase in all modes.

6.3.3.2 Trimming

In lieu of laser trimming or digital tuning, whose attendant cost and complexity are

eschewed, Figure 6.14 demonstrates that in all three modes the AAF cut-off can be

accurately trimmed in the field through a single off-chip resistor.100 Over a range

corresponding to 30 µA ≤ IE ≤ 50 µA,101 fpa, fpb, and fpc can each be trimmed

by ±25% around their nominal values of Table 3.2, which is more than sufficient

to cover fp-variations due to process tolerance, temperature, and radiation-induced

degradation [Acosta et al., 2009, p.2148].102

The traversal of this wide trimming range exhibits a highly linear dependence on

IE, just as for the programming of Gp in Figure 6.14, as is evidenced in the analogous

regression plots of fpa, fpb, and fpc versus IE in Figure 6.20. Once again, in all modes

the near-unity R2 affirms the precise realization of the ideal trimming relationship,

given for the AAF by the gain expression for the GGC in (5.47).103

99Mirroring the attribution of Bode artifacts in the LNA response to the peaking of OUTSE (cf.
Footnote 88), the unphysical rise near the same frequency in the measured magnitude response of
Mode C in Figure 6.17(c) should not be confused with the actual AAF performance.

100The corresponding phase responses are omitted for brevity, but each demonstrates a similar
trend: field-trimming via IE produces only a lateral shift, with no material deviation in the shape of
the curve. Hence, the phase behavior with trimming is readily inferred from Figure 6.18 by analogy
to Figure 6.20.

101The corresponding values of the off-chip resistor range from 21.9 kΩ to 36.4 kΩ.
102The latter of these is minimal, as shown in Section 6.4.3.
103That R2 is lowest in Mode C is unsurprising given the difficulty in accurately measuring fpc due
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Figure 6.19: (a) Measured magnitude of AAF Bode response in Mode A when
trimmed over fpa ± 25% range via IE.
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Figure 6.19: (b) Measured magnitude of AAF Bode response in Mode B when
trimmed over fpb ± 25% range via IE.
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Figure 6.19: (c) Measured magnitude of AAF Bode response in Mode C when trimmed
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Figure 6.20: Measured AAF bandwidth trimming curve for (a) Mode A, (b) Mode
B, and (c) Mode C. For each, the measured fp (blue circles) is plotted against the
corresponding measured IE and the result fit to a linear regression (green line) in a
least-squares sense.
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6.3.3.3 Linearity

To assess the linearity of the transconductor, Figure 6.21 and Figure 6.22 present

measured spectral estimates at the output of Stage 1 of the AAF for each bandwidth

mode using an over-ranging tone at 1 kHz and 10 kHz, respectively.104,105 In all cases

the second harmonic clearly exceeds the third, limiting the SFDR.

This phenomenon reflects the fact that the GGC degeneration resistors described

in Section 5.5.2.2 were not included on SVEPRE-3; due to inaccurate modeling of

the σ2{∆VBE} described by (5.62), the inherent npn mismatch of the process was

underestimated during the design phase. Therefore, the transconductors suffer from

the even-order distortion that accompanies the ∆VBE-mismatch of the GGC halves

illustrated in Figure 5.28(b). When aggregated over all the unit transconductors and

then accumulated across each stage, the resulting Vos (cf. Equation (5.38)) of the

inner (Q3–Q8) and outer (Q1–Q2) GGC pair in Figure 5.36 yields an input-referred

offset observed as large as ∼300 mV in practice.106 The concomitant imbalance of the

overall filter outputs corrupts the spectrum of their signal, leaving the transconductor

linearity best assayed at the output of Stage 1.107

Upon empirical determination of this severe device mismatch, a version of

SVEPRE was fabricated whose transconductors incorporate the GGC degeneration

resistors and, thus, benefit from the 24(14)-dB improvement of 2nd(3rd) harmonic

amplitude depicted in the Monte Carlo histograms of Figure 5.39 (cf. Section 7.3).

But, for the remainder of this chapter, discussions of transconductor linearity are

restricted to the odd-order SFDR as determined by the 3rd harmonic and defined by

to the high-frequency instrument and PCB limitations described by Footnote 87 and Footnote 88,
respectively.

104An explanation of the circumstances inhibiting high-frequency linearity testing at 100 kHz, is
provided in Footnote 32.

105 In the case of the 10-kHz tone in Mode A, maximum linearity is observed at an amplitude
just below full-scale, as pictured, because the spectrum is infiltrated by large interferers near each
harmonic that impair the ability to accurately measure the latter.

106For the unity-gain stages of the AAF and the near-unity transconductance ratios within each
stage (cf. Table 5.2), the Friis equation does little to mitigate the DC offsets of each transconductor
when referred to the overall filter input.

107Hereafter, AAF spectral estimates and quantities derived from them are measured in this fashion.
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Figure 6.21: Measured AAF Stage 1 PSD for (a) Mode A, (b), Mode B, and (c)
Mode C using a 1-kHz input tone. PSD estimator compiled from Welch-averaged,
217-point modified periodograms (0.76 Hz/bin). Annotated SFDR computed over
first ten harmonics.
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Figure 6.22: Measured AAF Stage 1 PSD for (a) Mode A, (b), Mode B, and (c)
Mode C using a 10-kHz input tone. PSD estimator compiled from Welch-averaged,
217-point modified periodograms (0.76 Hz/bin). Annotated SFDR computed over
first five harmonics.
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analogy to (3.7) as:

SFDR3 = 10log10

(
|Y (fo)|2

|Y (3fo)|2

)
(6.14)

Accordingly, it is evident that the 3rd harmonic remains better than 96 dB below

the level of a 1(10) kHz fundamental in all bandwidth modes.108 Thus, the translinear

positive-feedback principles and Je-matching exercised in the design of the first and

second stage of the transconductor, respectively (cf. Section 5.5.1 and Section 5.5.2),

yield the target large-signal, odd-order linearity. Furthermore, when the offset

abatement conferred by GGC degeneration resistors is applied to the measured levels

of the second-order distortion products in Figure 6.21 and Figure 6.22, these spectra

confirm that the 90-dB SFDR specification can be attained.

6.3.3.4 Power Dissipation

The average power dissipation of the AAF (not pictured), is measured at 36.7 mW,

38.8 mW, and 48.1 mW, in Mode A, Mode B, and Mode C, respectively, demonstrat-

ing two facets of the power-efficient filter design. First, though the difference between

fpa and fpc represents a factor of 36× increase in the filter cut-off, it is accompanied

by only a 1.25× increase in the power consumed. This scaling is a direct result of

confining the mode-dependent bias currents to the inner GGC devices, decoupling

the bulk of the static power load of the transconductor from the programmed value

of its transconductance.

Secondly, for the 6th-order Type I Chebyshev approximation implemented on

SVEPRE-3, the corresponding power per pole—a common figure-of-merit for inte-

grated filters—ranges from 6–8 mW. This compares very favorably to highly linear

ICT filters of the past two decades, whose THD (cf. Footnote 23 of Chapter 3) rarely

exceeds 80 dB, despite consuming 4–157 mW/pole [Acosta et al., 2009, p.2156].

Not only does the absolute power dissipation exhibit minimal dependence on

the programmed cut-off, but the IE-based field-trimming ensures that it does not

108The presence of non-harmonic spurs near the third-harmonic of Figure 6.22 limit its measured
amplitude to just −91.2 dBc. But, as noted in Footnote 105, this case is somewhat anomalous and,
even if artificially inflated, this degree of third-order distortion still achieves the 90-dB goal.
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scale appreciably with fine-tuning of fp. In Figure 6.23, the power efficiency of this

field trimming is evident in the normalized linear regression of the average power

dissipation (P aaf) versus cut-off frequency (fp) for each of the curves in Figure 6.20.

With an R2 value near unity, and slope much less than unity, the fit lines for Mode A,

Mode B, and Mode C reveal that a change in fpa, fpb, or fpc of, say, 10% requires just

a ∼ 1.2%, ∼ 1.6%, or ∼ 4.8% increase in P aaf . This is formally captured by defining

the trimming power efficiency, νtrim, in terms of the relative changes in fp and P aaf

normalized with respect to their nominal values (fpo and P aafo) as

νtrim = 1− ∆P aaf

∆fp

fpo

P aafo

(6.15)

such that the ideal case, in which the slope of the curve in Figure 6.23 is zero and

trimming costs no power, corresponds to 100% efficiency.

6.4 Radiation Performance

Using the test benches of Section 6.2.1 through Section 6.2.5, the radiation perfor-

mance of the SVEPRE LNA and AAF were measured in a series of total-dose and

single-event tests conducted by the author in collaboration with experimenters from

Stanford University, The Aerospace Corporation, and Lawrence Berkeley National

Laboratory and summarized in Table 6.8 and Table 6.9 for total-dose and single-event

effects, respectively.109 Section 6.4.1 describes aspects of the experimental procedures

unique to each radiation source whereas key results for the LNA(AAF),110 which are

obtained at a nominal gain(bandwidth mode) of Gp = 14 dB(fp = 180 kHz) unless

otherwise stated, are presented in Section 6.4.2(Section 6.4.3) confirming that the

performance of Section 6.3.2(Section 6.3.3) is maintained in the anticipated radiation

109Absent from this compendium are the total-dose device characterizations of the MK832A test
vehicle performed by Everett E. King of The Aerospace Corporation on 11 November 2004. These
experiments yielded the transistor-level process characterization data presented Section 2.1.1 and
Section 2.1.2 (cf. Footnote 15 of Chapter 2). However, as they were conducted in the absence of the
author, there is insufficient documentation available to permit their inclusion in Table 6.8.

110As in Section 6.3, the contents of Section 6.4.2 and Section 6.4.3 are limited to only the most
salient quantities and most representative DUT operational modes.
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Figure 6.23: Measured power efficiency of AAF trimming for (a) Mode A, (b) Mode
B, and (c) Mode C. For each, the measured P aaf (blue circles), normalized to the
nominal bandwidth, is plotted against the normalized fp and the result fit to a linear
regression (green line) in a least-squares sense.
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environment.

6.4.1 Procedure

To aid interpretation of the radiation results presented in Section 6.4.2 and

Section 6.4.3, Appendix I and Appendix J document the test conditions for the total-

dose and single-event sources, respectively. As opposed to the test bench procedures

of Section 6.2, which pertain to the DUT, these descriptions address the particulars

of the radiation environment and should be consulted to affirm the integrity of the

data presented herein.

6.4.2 LNA Results

During both 60Co and 50-MeV proton testing, the LNA on a single (though not the

same) instance of SVEPRE-1 was irradiated under nominal bias conditions and a

programmed gain of 14 dB. Between dose steps, it was subject to characterization

using the test benches of Section 6.2.1 through Section 6.2.4, except for the NS

test bench,111 at a programmed gain of 20 dB.112 Similarly, while illuminated with

both pulsed-laser and heavy-ion sources, the LNA on a single, unique part operated

under nominal bias conditions with a gain of 20 dB. Measurements from all radiation

environments are grouped by test bench as follows.

6.4.2.1 Bode Response

Variation in the Bode magnitude response of the LNA up to 1 Mrad(Si) total dose

from the 60Co γ-ray(50-MeV H+) source is shown in Figure 6.24(a)(Figure 6.24(b)).113

Regardless of the radiation source, the DC gain remains accurate to within

111 Severe ambient noise is ubiquitous at the TID test facilities, rendering it extremely difficult
in practice to obtain measurements whose precision is commensurate with, and thus worthy of
comparison to, that of Figure 6.16. Consequently, the limited time for device characterization
between dose steps was allocated to the more viable test benches.

112During proton characterization, the selected value of Rd produced Gp ' 19.8 dB. Although
slightly lower than the 20-dB target achieved during 60Co testing, the difference yields no discernible
effect in performance.

113Analogous in character, plots of ∠TD
de−embed(f) are only omitted for space considerations.
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±0.05 dB and the flatness of the passband gain, as measured by the 3-σ ripple,

is preserved to within ±0.06 dB.114 Additionally, the strong agreement between the

data of Figure 6.24(a) and Figure 6.24(b) confirms that the predominant TID damage

mechanism consists of oxide damage in the form of ∆Not and ∆Nit. The displacement

damage unique to the 50-MeV H+ exposure has no measurable effect on the LNA

frequency response.115

The role of radiation-hardness-by-design (RHBD) techniques in achieving the

relative immunity of the passband gain is validated by contrasting this robustness with

the sizable bandwidth compression, since the latter reveals that there indeed exist

radiation-induced changes in the parameters of both underlying transistor flavors.

Specifically, this reduction of the non-dominant pole, p2 =1/RoCL, which is governed

by the LNA load capacitance, CL,116 and the effective LNA output resistance, Ro,

can be shown to depend directly on pMOS gm-degradation and npn β-degradation

via Ro which is approximated from a small-signal analysis of Figure 4.17 by:

Ro =
1

gm5,6

+

1

gm3,4

+
Rl

2

β5,6 + 1
' VT

IC5,6

+
Rl

2β5,6

(6.16)

While directly revealing an increase in output resistance with the drop in β5,6, (6.16)

does not directly exhibit the dependence on pMOS gm. However, as shown in

Section G.2.2.2, the master reference current of the chip, IO, is set by a resistive

divider containing a pMOS diode and, thus, all bias currents—including IC5,6—scale

with its transconductance.

At 1 Mrad(Si), when this gm degrades by −5.35% as shown in Figure 2.8,

IC5,6 drops accordingly and, coupled with the −18% drop in β5,6 at this dose (cf.

114For explicit depictions of the differences in these properties (and −3-dB bandwidth) as a function
of dose for both sources, the reader is recommended to [Mossawir et al., 2006].

115Since the process characterization data of Chapter 2 were obtained via 60Co irradiations, this
fact affirms that it is sufficient to account only for the reported ionization-induced degradations
in the front-end design; parameter shifts are not further enhanced by displacement effects in the
proton-rich inner belt.

116The large CL presented by the Agilent 1141A is the only reason such bandwidth compression is
at all visible. As discussed in conjunction with the Bode plots of Section 6.3.2, the actual loading
of the AAF would restore the full bandwidth, rendering this effect incidental.
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Figure 2.16), (6.16) predicts an increase in Ro of 15%. Thus, the ∼ 15% bandwidth

compression of Figure 6.13(a) is shown to directly result from the combination of

pMOS gm-degradation (which reduces IC via IO) and npn β-degradation predicted by

the characterization data in Section 2.1.1 and Section 2.1.2, respectively.

Given this proof of significant and simultaneous parameter shifts in the underlying

transistors, the lack of corresponding change in the passband quantities cited above

confirms that the RHBD techniques of Chapter 4 are indeed effective in mitigating

the dependence of the LNA gain on its active devices.

6.4.2.2 Linearity

To examine the efficacy of the these same techniques in preserving highly linear

operation, radiation-induced changes in the SFDR derived from spectral estimates

such as those of Figure 6.15 is tracked as a function of dose for both sources in the

normalized plots of Figure 6.25.117 Recall from (4.15) and (4.17) that the SFDR

of a typical OTA is a strong function of β and IC, leaving it susceptible to the

degradations just described in Section 6.4.2.1. Although the patterns of Figure 6.25

are commingled the standard error of the measurement, reflecting uncertainties in

both environmental noise and instrument specificity, the lack of any declining trend

and the mutual correlation of the data from both sources breed confidence that the

harmonic fidelity is uncorrelated with TID up to 1 Mrad(Si) as a result of design

efforts to shift the linearity burden to passive elements.

6.4.2.3 Power Dissipation

Finally, the success of the conservative design of the reference current generators in

Section G.2.2.2, which ensures that the overall LNA power dissipation does not grow

as TID damage accumulates, is borne out by the results of the PD test bench in

Figure 6.26. For both 60Co and 50-MeV H+ exposures, the normalized maximum

117In this figure, fundamental frequencies of 1 kHz and 10 kHz are chosen simply to demonstrate
that testing was conducted beyond those frequencies used in Figure 6.15.
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Figure 6.25: Measured change in LNA SFDR for both 60Co γ-ray and 50-MeV H+ TID
exposures up to 1 Mrad(Si) using a (a) 1 kHz and (b) 10-kHz input tone. Underlying
spectral estimates are derived as in Figure 6.15. Deviations normalized to baseline
measurements.

power dissipation is actually reduced by an average of −3.484% at 1 Mrad(Si),118

confirming that the LNA current draw does not increase with dose and, thereby,

limiting the peak demand on spacecraft resources.

6.4.2.4 Single-Event Transients

In keeping with the conventions of Section 6.2.5.4, the continuous and discrete data

sets acquired during the pulsed-laser and heavy-ion testing of the LNA, respectively,

are considered separately.

118The maximum power dissipation is obtained by utilizing the supply voltage measurements taken
at the outset of the PD test bench procedure, before the LNA supply demands are able to relax as
the part reaches thermal equilibrium outside the radiation cave.
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Figure 6.26: Measured change in maximum LNA power dissipation for both 60Co
γ-ray and 50-MeV H+ TID exposures up to 1 Mrad(Si). Power measured prior to
thermal equilibrium and normalized to baseline measurements.

Waveforms: Figure 6.27 and Figure 6.28 exhibit representative ASETs observed

at the output of the LNA during a pulsed-laser threshold scan at a beam energy of

22.7 pJ corresponding to an equivalent LET of 68.2 MeV-cm2/mg. These examples

replicate a particularly threatening scenario in that: they illuminate the input pair

(Q1/Q2) which are biased and low current densities to improve input impedance and,

thus, are most sensitive [Turflinger , 1996, p.599]; the charge is deposited inside the

protective guard ring (cf. Figure 6.27(b) and Figure 6.28(b)); and since the device

sizes prohibit a fully common-centroid layout, this array does not take advantage of

the preferred electric-field symmetries described by Figure 4.30.119

The resulting transients in Figure 6.27(c)(Figure 6.28(c)) indeed arise differen-

tially, as stray drift fields sweep some of the deposited charge into Q2(Q1), even

though only Q1(Q2) is directly illuminated. Further evidence of the inter-device

fields is implied by the trend in this and other low-beam-strength cases (<57 pJ) that

119Based on the results of this section, the layout of the Q1/Q2 array was modified to obey the
principles of Figure 4.30 as part of revisions incorporated into SVEPRE-3.
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Figure 6.27: Measured output transients for pulsed-laser illumination of Q1. A 22.7-
pJ threshold scan of the location identified in the (a) CCD micrograph primarily
illuminates Q1, as seen in the (b) layout map, resulting in (c) a +20-mV(−13-mV)
ASET on the positive(negative) LNA output shown in green(red).
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Figure 6.28: Measured output transients for pulsed-laser illumination of Q2. A 22.7-
pJ threshold scan of the location identified in the (a) CCD micrograph primarily
illuminates Q2, as seen in the (b) layout map, resulting in (c) a −10-mV(+20-mV)
ASET on the positive(negative) LNA output shown in green(red).
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SET property Scan type Average Maximum Units

Amplitudea Threshold 10–25 40 mV

High-LETc 75–100 400 mV

Recovery timeb Threshold 1–1.5 4 µs

High-LETc 2–2.5 8 µs

a Peak amplitude is measured relative to extrapolated sinusoidal value at the
corresponding sample time

b Recovery time is measured from onset edge to settling within 1%
c High-LET scans are those in which beam energy exceeds 57 pJ (∼170 MeV-cm2/mg)

Table 6.10: Statistical summary of ASETs observed during pulsed-laser
testing of LNA.

transient polarities are correlated with the phase of the input signal rather than the

target device. That is, the positive-going transient occurs on the side of the circuit

where the sinusoid is in its negative half-period.120 Therefore, differential ASETs

should be suppressed when the field terminations of the SET-tolerant common-

centroid array described in Section 4.3.2.2 are deployed. An example of this occurs

in the head current sources, which adopt such a layout and where illumination

of M12 (see Figure 4.23(b)) at a beam energy of 18.1 pJ (∼ 54.1 MeV-cm2/mg)

generates transients of the same polarity, such that the net differential amplitude is

approximately one-sixth what it would be if the transients demonstrated opposite

polarity.

Notably, the transient amplitudes were insensitive to increases in beam energy

beyond its threshold value. Also, no irrecoverable upsets, oscillations, or saturation

were induced. For all arrays scanned, the outputs remained bounded-input, bounded-

output (BIBO) stable with exponential recovery times, except for slewing noted at

extremely high energies. The statistical characteristics of LNA ASETs observed with

the pulsed-laser are summarized in Table 6.10.

120Whereas the polarity of the transient is determined by the signal phase, its amplitude is a
function of the target device—in Figure 6.27(Figure 6.28), the transient on the positive(negative)
LNA output is larger than that on negative(positive) output because Q1(Q2) is more strongly
illuminated.
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Figure 6.29: Measured output transients for pulsed-laser illumination of M12. A
18.1-pJ threshold scan of the head current source pMOSFET M12 (cf. Figure 4.23(b))
results in a −25-mV(−18-mV) ASET on the positive(negative) LNA output shown
in green(red).

Cross-sections: The upset distributions resulting from illumination of the LNA

by the 10 MeV/nucleon heavy-ion cocktail give rise to the marked data points in

cross-section curves of Figure 6.30. Since the SEU cross-sections of digital circuits

are known to depend on input conditions [Buchner and McMorrow , 2005], the LNA

is tested with both a DC input and two sinusoidal inputs. For the former, ‘upsets’ are

defined relative to Vthresh; for the later, relative to tthresh. Since the differential halves

of the internal circuitry operate with greater imbalance the larger the signal, σsat is

largest for the DC case: when the circuit is balanced, the Qcrit required to create a

measurable imbalance is small. For all input conditions shown, σsat is approximately

an order of magnitude below that of the OP-15 amplifier (cf. Figure 2.32), and the
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Figure 6.30: Measured heavy-ion cross sections for LNA using a (a) DC input and
sinusoidal inputs of (b) 30 mVPP and (c) 60 mVPP amplitude. Markers indicate
measured data points. Dashed lines indicate least-squares fits to Weibull distribution
of (6.12) (see Table 6.11 for parameters).
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Input type
Data seta Weibull parameters

Type Amplitude A Lo W S

DC 0 V

+30 mV 6.812×10−5 2.220×10−14 17.14 1.282

−30 mV 4.557×10−5 3.229 58.07 1.324

Bipolar 1.024×10−4 6.707×10−14 24.62 1.121

Sinusoid 30 mVPP

Set 1 3.885×10−5 0.760 19.86 1.156

Set 2 3.635×10−5 1.171×10−7 19.07 1.813

Average 3.697×10−5 4.152×10−8 20.53 1.291

Sinusoid 60 mVPP

Set 1 6.864×10−5 3.101 236.4 0.524

Set 2 2.334×10−5 2.220×10−14 18.17 1.463

Average 2.550×10−5 1.027 20.49 1.149

a For DC inputs, data sets are delineated by trigger polarity

Table 6.11: Weibull parameters for LNA heavy-ion cross-section fits in Figure 6.30.
Refer to (6.12) parameter definitions and Footnote 82 for their interpretation.

sensitive region as a percentage of the total circuit area is nearly identical (∼8%).121

According to the methodology of Section 6.2.5.4, the cross-sections are fit to the

Weibull distribution of (6.12), resulting in the dashed lines of Figure 6.30;122 the

fitting parameters are summarized in Table 6.11. Parameters A and Lo are analogous

to the σsat and Lth for each input type (cf. Footnote 82). Thus, when combined with

an appropriate model of particle flux,123 this table can be employed in a differential-

or integral-weighted algorithm (cf. Footnote 83) to predict SVEPRE ASET rates for

a given orbital ephemeris.

A discussion of SEL results pertaining to the chip as a whole is provided in

Section 6.4.3.4.

121The maximum value of σsat observed “correspond[s] to the expected sensitive area for the entire
chip” [Petersen et al., 1992, p.1584].

122A robust, nonlinear, least-squares method is employed to perform all of the Weibull fits in
Figure 6.30.

123Despite its limitations [Barth et al., 2003, p.478], the CREME96 model [Tylka et al., 1997] is a
common choice for SEU error-rate calculations and generally accurate for ordinary solar conditions
[Petersen et al., 1992, p.1581].
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6.4.3 AAF Results

During 30-MeV proton testing, the AAF on a single instance of SVEPRE-3 was

irradiated under nominal bias conditions and programmed to Mode A. Between dose

steps, it was subject to characterization using the test benches of Section 6.2.1 through

Section 6.2.4 in all three bandwidth modes.124 Similarly, while illuminated by a

pulsed-laser, the AAF on a single, unique SVEPRE-1 part operated under nominal

bias conditions in Mode A. Measurements from both radiation environments are

grouped by test bench as follows.

6.4.3.1 Bode Response

Variation in the Bode magnitude response of the AAF for 30-MeV H+ exposures up

to 300 krad(Si) is depicted in Figure 6.31.

In all modes, the location of fp remains accurate to within ±1.45% whereas that

of fn—the working proxy for fr—varies by no more than ±3.44%. Note that the

latter is heavily influenced by phase measurement errors, particularly in Mode C.125

Nevertheless, the radiation-induced depression of rα is minimal—certainly well below

the underlying −18% and −5.35% degradation of npn β and pMOS gm, respectively—

and disappears altogether at the conclusion of the anneal.

To emphasize this preservation of the filter’s anti-aliasing capability, Figure 6.32

compares the measured fn to that of the various predictions in Figure 6.17 across

the range of tested doses, revealing that the measured attenuation reaches the −60-

dB level at or below the fn predicted by full-chip simulation (or, in the case of

Mode C, fm, as defined in Footnote 125).126 Similarly, there are no measurable

variations of the passband gain or ripple with dose up to 300 krad(Si). Thus, filter

performance is maintained in both the passband and transition band as a result of

unit transconductors whose values and bandwidths are insensitive to transistor TID

124Adducing the rationale of Footnote 111, the NS test bench is also skipped during AAF total-dose
characterization.

125In particular, the response of Mode C barely reaches −60-dB attenuation before the OUTSE
peaking intercedes. Thus, in Figure 6.32(c), the −45-dB frequency, fm, is substituted for fn.

126The location of the measured fn or fm is still subject to the caveat of Footnote 98, which does
not guarantee the alignment of fp between the measured and predicted responses.
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Figure 6.31: Measured magnitude of AAF Bode response in (from top) Mode A,
Mode B, and Mode C for 30-MeV H+ TID exposures up to 300 krad(Si). The final
curve reflects performance after a 70-hour unbiased, room-temperature anneal.
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degradation.

6.4.3.2 Linearity

Considering linearity exactly as in the spectral estimates of Section 6.3.3, the SFDR3

as a function of dose is plotted in Figure 6.33(Figure 6.34) for a 1-kHz(10-kHz)

fundamental tone. For the 1-kHz tone, the hardening techniques preserve at least

90-dB suppression of the 3rd harmonic throughout the tested range in both Mode

B and Mode C, while Mode A satisfies this criterion up to 100 krad(Si). Given

that the performance of this mode does not recover during the annealing period,

as for the others, the possibility of measurement error exists.127 This effect is less

pronounced at 10 kHz,128 where the SFDR3 of all three modes is reminiscent of

Figure 6.25, exhibiting random fluctuations around the 90 dB without clear trend

below 300 krad(Si).

However, the distinct increase in odd-order distortion at the 300 krad(Si) step in

all panels of Figure 6.34 supports the conclusion that the current gain of the substrate

pnps required for the operation of the positive-feedback TLL drops below unity at

that dose. As for the frequency response, the performance rebounds after the 70-hour

unbiased anneal at room temperature, so there is no permanent loss of performance.

6.4.3.3 Power Dissipation

Figure 6.35 summarizes the relationships between the maximum and average Paaf for

each of the bandwidth modes as a function of total dose. In all modes, the maximum

and average power dissipation track one another closely and show no evidence of

the increases observed in other parts from this process [Wang , 2009, p.279–281]. As

127The potential for Je-mismatch through the attenuation of the current mirrors of Figure 5.40 in
this mode also points to a weakening of the CMFB network, though no formal connection has been
established due to lack of visibility into the heart of the transconductors within the fabricated AAF.

128It is tempting to attribute the improved linearity of Mode A at 10 kHz to the higher-order
harmonics being filtered by the roll-off above fpa; specifically, Table 5.1 indicates that the two low-Q
poles of Stage 1 yield fo1 = 10 kHz in Mode A, resulting in ∼ 26-dB attenuation at fpa. However,
this attenuation only applies to signals at the filter input: as a function of their location within the
loop, the transconductors internal to the stage generate distortion that is shaped substantially less,
if at all. In any event, provided it reflects only power injected by the DUT, an assessment of the 3rd

harmonic amplitude—even near fpa—remains valid.
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Figure 6.32: Measured AAF attenuation in (a) Mode A, (b) Mode B, and (c) Mode C
for 30-MeV H+ TID exposures up to 300 krad(Si). For each dose step in Figure 6.31
(plus anneal), fn or fm is extracted as a proxy for fr and compared to that of each
predictor in Figure 6.17.
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Figure 6.33: Measured AAF Stage 1 SFDR3 in (a) Mode A, (b) Mode B, and (c)
Mode C for 30-MeV H+ TID exposures up to 300 krad(Si) using a 1-kHz input tone.
SFDR3 is extracted from PSD estimates computed as in Figure 6.21.
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Figure 6.34: Measured AAF Stage 1 SFDR3 in (a) Mode A, (b) Mode B, and (c)
Mode C for 30-MeV H+ TID exposures up to 300 krad(Si) using a 10-kHz input tone.
SFDR3 is extracted from PSD estimates computed as in Figure 6.22.
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Figure 6.35: Measured maximum and average AAF power dissipation in all modes for
30-MeV H+ TID exposures up to 300 krad(Si). Maximum measured prior to thermal
equilibrium. Average taken over 30-s application of 10 kHz, 50 mVPP sinusoid to the
SVEPRE-3 signal path.

for the LNA, this robust performance results from the conservative scheme for the

generation of three master reference currents—IE, IB, and IO—which is based on the

degradation of pMOS gm reflected in Figure 2.8 (cf. Section G.2.2.2). As evidenced by

the lack of spikes or even gradual increases in the curves of Figure 6.35, this technique

proves efficacious for AAF as well.

6.4.3.4 Single-Event Latchup

To determine the latchup susceptibility of the entire SVEPRE chip—LNA and AAF,

as well as the associated circuitry of Appendix G, which includes the potentially

sensitive ESD structures—the supply currents are monitored during each pulsed-laser

and heavy-ion run, producing records such as that of Figure 6.36 which pertains to a
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Figure 6.36: Example of measured SVEPRE-1 latchup sensitivity for heavy-ion
exposure. Monitoring the (a) LNA and (b) ESD supply current waveforms during a
300-s heavy-ion run at maximum LET (58.72 MeV-cm2/mg) yields no indication of
latchup or its precursors. Although not pictured, results for IAAF are analogous.

300-s heavy ion (xenon) run at 58.72 MeV-cm2/mg, the highest LET available.129

None of the latchup signatures described in Section 6.2.5.3 are observed in the

record of Figure 6.36 nor, in fact, during any of the SEE testing conducted. When

operating the pulsed-laser up a maximum energy of 1.3 nJ/pulse, reaching equivalent

LETs in excess of 100 MeV-cm2/mg, and scanning the die with spot sizes up to

700 µm2 whilst it processed a 25-mVPP sinusoidal, the supplies remained free of

glitches, droop, or oscillations, regardless of die location, beam intensity, or spot

size.130

129In this example, Iaaf is absent, but its behavior conforms to that of the supply currents shown;
namely, it did not exhibit any anomalies during the battery of SEE tests.

130Again, it should be emphasized that, while highly correlated with particle radiation, equivalent
laser LET is qualified by the fact that the laser cannot penetrate regions of the die optically obscured
by metalization, leaving the coverage of such testing incomplete. However, in the SVEPRE layout,
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Having satisfied the prerequisite of surviving front-side laser illumination, a more

comprehensive latchup test of the DUT is typically conducted using heavy ions. In

the case of the 10 MeV/nucleon heavy-ion cocktail at LBNL, no latchup was observed

for a total fluence of 2.92×107 particles/cm2(1.76×107 particles/cm2) when the part

was bombarded with particles of the highest LET available, namely Xenon, while

processing a sinusoidal(DC) input signal.

In summary, under the conditions of these two tests, each of which involved

operation at room temperature with nominal supply voltage and a variety of input

signals,131 no latchup was observed, confirming the negligible sensitivity of the

SVEPRE layout. A complete summary of the LNA(AAF) baseline and radiation

performance demonstrated in this chapter is complied in Table 7.1(Table 7.2).

6.5 Burn-In Performance

As part of qualification for flight opportunities, a lot of 32 SVEPRE-3 chips were

subjected to burn-in testing to screen for early lifetime failures.132 The purpose

of burn-in testing is to identify those devices in the population whose time-to-

failure is far shorter than the ensemble average on account of inherent defects or

manufacturing tolerances. To do so, the testing employs isothermal baking to “stress

microcircuits at or above maximum rated operating conditions which reveal[s] time

and stress dependent failure modes” [MIL-STD-883G , 2006, Method 1015.9, Sect. 1].

Eliminating these marginal instances from the flight component inventory enhances

the most sensitive core and ESD devices are devoid of metal fill (for matching reasons). So, this
method allows the potentially vulnerable regions to be exposed to higher equivalent LETs than
otherwise achievable at the available particle facilities.

131Elevated supply voltage and temperature increase the likelihood of latchup, primarily due to
the positive and potentially large temperature coefficient of Rwell [Johnston, 1996, p.511]. However,
the nominal test conditions are deemed sufficient to qualify the part for missions of interest (cf.
Footnote 28 of Chapter 4).

132In addition to burn-in, the chips underwent vibration and shake tests to evaluate the mechanical
integrity of their bonding and packaging. Although the details are omitted here, being ancillary to
their electronic design, it is noteworthy that all units qualified under the guidelines of Military
Standard 810G, Environmental Engineering Considerations and Laboratory Tests for these high-
reliability tests, including random and sinusoidal vibration and shock spectrum [MIL-STD-810G ,
2008, Method 513.6–516.6].
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the overall reliability of the population, increasing mission longevity.

Burn-in testing is conducted in collaboration with the Lockheed Martin Advanced

Technology Center in Palo Alto, CA and conforms to the edicts of the applicable

Military Standard [MIL-STD-883G , 2006, Method 1015.9]. A comprehensive exegesis

of the experimental conditions and results is provided in Appendix K, the salient

points of which are included below.

6.5.1 Procedure

As in the PD test bench, the complete signal path through both the LNA and

AAF is assessed during burn-in testing.133 Using a suite of modified test benches

corresponding to those of Section 6.2.1 through Section 6.2.4, the SVEPRE-3 lot is

first characterized in terms of its frequency response, gain compression, SFDR, and

power dissipation. Next, the chips are placed in a thermal chamber for a minimum

of 160 continuous hours while held at a constant temperature of 125◦C and operating

under nominal bias.134 At the conclusion of the bake,135 each device is re-evaluated

using the identical characterization procedures and the results compared with the

preceding data to ascertain which devices remained functional and best retained their

performance.

6.5.2 Results

No part failures were observed during burn-in, with all components remaining func-

tional. Furthermore, performance degradation along the axes noted in Section 6.5.1

133The output of the LNA, which is programmed to a nominal gain of Gp =23 dB, is AC-coupled
to the input of the AAF, which is programmed to Mode A and trimmed to a nominal bandwidth of
fpa =35 kHz. For further explanation of this configuration, refer to Section K.1.2.

134Each part is housed in a lateral-force socket with its input and output terminations, reference
current generation, programming voltages/resistances, supply decoupling, and fusing provided
locally. All values are nominal except that Rd = 19.6 kΩ and IE ' 47 µA in order to effect to
programming described in Footnote 133. Power (+2.5 V) and reference voltages (+1.0 V and
+1.75 V) are tapped from a global resistor ladder via 10-Ω fuses. Consult Figure K.1 for complete
details.

135The post-burn-in measurements must be concluded within 96 hours of the removal of bias or
temperature (whichever is later) in order to avoid a 24-hour re-burn interval [MIL-STD-883G , 2006,
Method 1019.5, Sect. 3.2].
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Fundamental
Frequency

Power Gain error Residue SFDR

∆µ ∆σ ∆µ ∆σ ∆µ ∆σ ∆µ ∆σ
[kHz] [%] [%] [dB] [dB] [%] [%] [dB] [dB]

10−1

0.05 0.43
0.03 0.02 0.03 −0.18 −0.15 −0.06

100 −0.01 0.00 0.04 −0.19 −0.25 −0.25
101 −0.01 0.00 0.02 −0.22 −0.01 −0.04

Average 0.05 0.43 0.00 0.01 0.03 −0.20 −0.14 −0.09

Table 6.12: Summary of SVEPRE-3 performance variation during burn-in testing.
Columns describe the burn-in-induced change in the mean (∆µ) and standard
deviation (∆σ) of each metric over the tested population. Consult Section K.2.2
for metric definitions.

was minimal.

Table 6.12 summarizes the changes (∆) in the ensemble mean and ensemble

standard deviation of the power dissipation, DC gain error, gain compression residue,

and SFDR (each of which is rigorously defined in Section K.2.2) for each of the

fundamental frequencies tested. Aggregating the results at all frequencies emphasizes

that the cumulative changes in both the mean and spread of performance across the

ensemble are negligible. For instance, the change in the mean SFDR is only −0.14 dB

and the standard deviation of the SFDR averaged over the population changes by just

−0.094 dB, so both the absolute linearity and the spread in fidelity across the lot are

practically insensitive to thermal stress at all frequencies measured. Thus, burn-in

evaluation confirms the robustness of the SVEPRE-3 design.
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Conclusion

The development of the next generation of wideband plasma wave receivers for

satellites investigating wave-particle dynamics in the Van Allen belt is contingent

upon a new type of analog front-end—an integrated circuit consisting of a highly

linear, broadband, low-noise amplifier (LNA) with programmable gain and an

aggressive, low-distortion, anti-aliasing filter (AAF) whose bandwidth can be both

coarsely programmed and finely trimmed. These elements should faithfully sense

the potential induced by the magnetospheric phenomena of interest at the terminals

of a long dipole antenna and condition the resulting high-dynamic-range signal to

permit subsequent scientific analysis via spectrographic representations in the discrete

domain. All the while, the integrity of this signal processing must withstand the

deleterious consequences suffered by microelectronics in the near-Earth radiation

environment—both the long-term, accumulated damage suffered from prolonged total

dose exposure and the instantaneous but potentially catastrophic repercussions of

single particle impacts.

This dissertation describes the design, implementation and testing of SVEPRE—

the first fully-integrated analog front-end for such satellite-based, wideband plasma

wave receivers. While uncovering no comparable solutions with flight heritage, a

comprehensive and heretofore unavailable survey of plasma wave receivers—flown

past and present—identifies the mass and power required of such a front-end for the

resulting instrument to be compatible with both medium-scale and miniaturized host

471
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satellites.

An assessment of the total dose effects of both ionizing and non-ionizing radiation

on the degradation of MOS and bipolar transistors, as well as their potential

to engender single-event latchup and transients, confirms that the benefits of

fabrication with a commercial manufacturing process can best be retained through

the use of radiation-hardness-by-design techniques to mitigate these undesirable

ramifications. This conclusion is supported through total-dose characterizations of

representative transistors from the target technology: a 0.25-µm SiGe BiCMOS

technology fabricated on a non-epitaxial substrate whose CMOS(bipolar) transistors

are isolated by shallow(deep) trenches filled with silicon dioxide(polysilicon).

By next distilling the scientific requirements for adaptability, dynamic range,

spectral analysis, and absolute accuracy into a set of circuit specifications for the

LNA and AAF, this work extends previous design efforts by proffering several novel

derivations, particularly with regard to: the range of programmability necessary for

a single front-end to be integrated with the majority of electric-field antennas and

digital back-ends presently in use; the preeminence of spurious-free dynamic range

(SFDR) in assessing the spot and large-signal linearity of incoherent signals; and the

relative contributions from the noise of a dipole antenna in a magnetospheric plasma

and from MOSFET flicker noise in attaining high dynamic range from 100 Hz to

1 MHz.

To satisfy these satellite-, radiation-, and science-driven requirements, a three-

tiered strategy is employed in the SVEPRE design. At the architectural level,

feedback provided by both linear, passive components and nonlinear, active elements

is nested locally within both the LNA and AAF so as to ultimately render their

overall performance independent of the nonlinearities and radiation susceptibilities of

the underlying transistors over the full range of programmable operation. Judicious

typing, sizing, balancing, and biasing of the transistor-level implementations of the

feedback loops, and their plants, attempts to maximize desensitivity subject to power

and area constraints. Finally, to mitigate fabrication nonidealities, the custom layout

of the final chip is liberally infused with latchup-prevention, transient-tolerance, and

differential-matching structures.
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For the LNA, this approach is realized by a modified, fully-differential instru-

mentation amplifier wherein super hybrid emitter-followers comprising a loop of npn

and pMOS devices in the first stage achieves high input impedance, low noise, and

a highly linear gain that is programmed by means of a single off-chip resistor. A

low-power, wide-bandwidth output stage complements this input stage but leverages

feed-forward principles to reduce overhead and improve stability. Together, these

techniques produce an LNA with 0–24 dB programmable gain that is capable of

electric-field measurements from 100 Hz to 4 MHz with better than 96.9-dB(90.3-dB)

peak SFDR at 1 kHz(5 kHz) while consuming just 1.78 mW.

The AAF implements a 6th-order Type I Chebyshev low-pass transfer function

using a cascade of three canonical second-order sections. At the heart of each

fully differential, biquadratic stage are Gm-C-Opamp integrators featuring a novel

transconductor that harnesses the aforementioned principles to attain a 36× tuning

range without sacrificing third-harmonic suppression of at least 96.6 dB(91.2 dB) at

1 kHz(10 kHz). To attain this combination of tunability and fidelity, the first stage

of the transconductor incorporates innovative positive feedback into a customary

translinear loop to perform a highly linear, fixed-gain, voltage-to-current conversion,

whereas the second stage—a linearized Gilbert gain cell with unique scalability and

common-mode biasing—amplifies that current. By economizing the power required

for these two steps, the power consumed by the overall filter: equates to just 6–8

mW/pole; varies by only 1.25× over the full tuning range; and exhibits an efficiency

of up to 88% as the cut-off frequency is trimmed via a single off-chip resistor.

Radiation testing of SVEPRE samples with both 60Co and high-energy proton

sources verifies that despite the degradation of their radiation-soft transistors, the

LNA and AAF maintain performance up to at least 100 krad(Si) total-dose and

remain functional up to 1000 krad(Si) and 300 krad(Si), respectively, as a result of

the design hardening techniques employed. In addition, no evidence of latchup or

irrecoverable transients are observed during multiple rounds of single-event testing

with heavy-ion LETs up to 58.72 MeV-cm2/mg and pulsed-laser equivalent LETs in

excess of 100 MeV-cm2/mg. Finally, the flight worthiness of SVEPRE is confirmed

through burn-in, vibration, and shock screening.
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7.1 Performance Summary

Permitting direct comparison with the specifications put forth in Table 3.2, the

measured performance of the SVEPRE LNA and AAF are summarized in Table 7.1

and Table 7.2, respectively.1 Apart from the second-harmonic linearity of the

AAF, which is compromised by the omission of the GGC degeneration resistors

described in Section 5.5.2.2, these devices achieve the stated requirements for baseline

operation and, over the full sets of programmable gain and bandwidth, maintain

their performance up to 100 krad(Si) total dose and remain free of latchup up to

∼100 MeV-cm2/mg.

Additionally, it has been shown that the LNA(AAF) remains functional up to

a total accumulated dose of 1000 krad(Si)(300 krad(Si)) from 50-MeV(30-MeV)

protons. Deviations in the measured gain, bandwidth, linearity, and power dissipation

of both devices between the specified total-dose target and these operational limits is

gradual and benign, bespeaking their utility for applications in even more hostile

radiation environments where absolute fidelity is not as essential as prolonged

functionality.

Furthermore, since no latchup or catastrophic single-event transients were ob-

served up to the highest LET tested with both pulsed-laser (100 MeV-cm2/mg) and

heavy-ion (58.72 MeV-cm2/mg) stimulation, the designs exhibit robustness to single-

particle phenomena at energy levels anticipated in near-Earth space.

All 32 devices in a lot subject to 160-hour burn-in at 125◦C remained functional

and exhibited only minor variations in gain, linearity, and power dissipation.

1These capabilities also compare very favorably with the instruments of Table B.6, though a lack
of comprehensive data on their front-end designs undermines line-by-line juxtaposition. It suffices to
recognize that, without the need for logarithmic compression or automatic gain control, the dynamic
range and bandwidth of the SVEPRE front-end surpasses that of all (let alone any one) of the paths
within all but one of these WBRs.
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Property Measured performance

Technology 0.25-µm SiGe BiCMOS, 1P5M
Supply voltage +2.5 V
Output range 1.0 VPP differential
Chip area 10.0 mm2 (5.5 mm2 core)
LNA area 0.125 mm2

Gain rangea 0–24 dB (R2 =1.0000)

Input-referred noiseb 190 nV/
√

Hz
Input impedancec

Gp =0 dB 18.3 GΩ ‖ 4.24 fF
Gp =24 dB 6.66 GΩ ‖ 10.4 fF

Total dosed 0 krad(Si) ∆ @ 100 krad(Si) ∆ @ 1 Mrad(Si)

DC gain 20.0 dB +0.03 dB −0.02 dB
−3 dB bandwidth 3.91 MHz −5.2% −1.53%
SFDRe

fo =1 kHz 96.9 dB −1.27 dB −0.71 dB
fo =5 kHz 90.3 dB −2.07 dB −0.93 dB

Power consumption 1.78 mW +1.04% −3.26%

Single event Heavy ion (10 MeV/nuc.) Pulsed laser (590-nm)

No latchup up to 58.72 MeV-cm2/mg up to ∼100 MeV-cm2/mg
Transientsf No oscillation/saturation

Amplitudeg 10–25 [40] mV
Recovery timeg 1–1.5 [4] µS

Sat. cross-sectionh See Figure 6.30
Vin =0 VDC

i 1.02×10−4 cm2

Vin =30 Vamp
j 3.70×10−5 cm2

Vin =60 Vamp
j 2.55×10−5 cm2

a Programming coefficient of determination measured for linear fit to R−1
d over 0–28 dB

b Average over measurement bandwidth of 100 Hz to 800 kHz
c Obtained from full-chip AC simulations; does not include bonding and packaging
d Tested using 60Co and 50-MeV H+; worst-case deviation (∆) given at each dose
e Assessed from 100 Hz to 5fo with resolution bandwidth of 0.76 Hz/bin
f Results for threshold scans (<57 pJ) given; for high-LET scans, see Table 6.10
g Range corresponds to typical-case averages; quantity in brackets is maximum observed
h Saturated cross-sections (σsat) from Weibull fits; See Table 6.11 for remaining parameters
i Total σsat for DC input (given in VDC) where Vthresh =±30 mV
j Averaged σsat for sinusoidal input (given in Vamp) where tthresh =40 µS

Table 7.1: Summary of measured SVEPRE LNA performance.
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Property Measured performance

Technology 0.25-µm SiGe BiCMOS, 1P5M

Supply voltage +2.5 V

Output range 1.0 VPP differential

Chip area 10.0 mm2 (5.5 mm2 core)

AAF area 5.375 mm2

Bandwidth mode Mode A Mode B Mode C

Passband cut-off fpa =30 kHz fpb =180 kHz fpc =1080 kHz

Trimming range ±25% ±25% ±25%

Linearitya R2 =1.0000 R2 =1.0000 R2 =0.9947

Efficiencyb 88.0% 84.2% 51.9%

Total dosec [krad(Si)] 0 100 300 0 100 300 0 100 300

Passband gain [dB] +0.06 +0.09 −0.07 −0.14 −0.11 −0.08 −0.16 −0.14 −0.07

Roll-off freq.d [kHz]

fm @ −45 dB 49.0 48.9 50.7 296 291 291 1730 1730 1660

fn @ −60 dBe 59.3 61.3 63.2 373 381 382

SFDR3f,g [dB]

fo =1 kHz 96.6 94.3 87.3 100.3 95.5 93.5 97.8 92.7 93.0

fo =10 kHz 91.2 89.4 83.6 96.0 90.6 82.9 96.3 90.5 83.8

Powerh [mW] 36.7 36.5 37.7 38.8 38.7 37.5 48.1 47.9 47.0

Single event Heavy ion (10-MeV) Pulsed laser (590-nm)

No latchup
up to

58.72 MeV-cm2/mg
up to

∼100 MeV-cm2/mg

a Trimming coefficient of determination measured for linear fit to IE over indicated range
b Power efficiency as defined by (6.15) is measured from linear regression over full range
c Tested using 30-MeV H+; 0 krad(Si)—Baseline; 100 krad(Si)—Specified limit; 1 Mrad(Si)—

Highest functional dose
d Roll-off is relative to actual, not nominal, fp location. See Footnote 98 of Chapter 6 for values
e Measurement nonidealities corrupt fn determination in Mode C; See Footnote 125 of Chapter 6
f Accounts for 3rd harmonic distortion; Measured at Stage 1 output according to (6.14)
g Assessed from 100 Hz to 5fo with resolution bandwidth of 0.76 Hz/bin
h Average power consumption measured over 30-s interval with 10-kHz, 50 mVPP input tone

Table 7.2: Summary of measured SVEPRE AAF performance.
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7.2 Mission Opportunities

On the basis of these characteristics, the SVEPRE front-end is presently slated for

deployment on the following missions:2

Sprite-Sat

Launched by Tohoku University on January 23, 2009 and nicknamed Raijin,

the Sprite-Sat satellite is presently carrying a single-channel VLF plasma wave

receiver with a SVEPRE front-end.

DSX

The Air Force Research Laboratory’s Demonstration and Science eXperiments

(DSX) satellite (scheduled launch: 2012) will carry the Wave Induced Precipi-

tation of Energetic Electrons (WIPER) instrument (scheduled delivery: 2009)

whose BroadBand Receiver (BBR) contains five channels that leverage the

SVEPRE front-end to process signals from both electric and magnetic field

antennas.3

Firefly

A collaboration between NASA and Siena College on a CubeSat nanosatellite,

the Firefly mission (scheduled launch: 2012) will use SVEPRE for the front-end

of a two-channel, electric-field receiver.

In addition, it should be evident that the SVEPRE front-end and the techniques

used in its design are applicable whenever high-fidelity, broadband, radiation-

hardened amplification and filtering are required.

7.3 Suggestions For Future Research

The first and most obvious direction for future research on this topic encompasses

extended characterization of the proposed design. As noted in Section 6.2.2, the LN

2All dates are current as of December 1, 2009.
3On the B-field channels, SVEPRE is fed by the integrated preamplifiers of the magnetometer

search coils, which are responsible for the impedance matching.
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test bench is designed and verified to evaluate the SVEPRE SFDR at 100 kHz,4 but

such high-frequency measurements were prohibited by the constraints of the radiation

test schedule. Carrying out these measurements in both baseline and total-dose

radiation environments is a straightforward exercise and will confirm the simulated

efficacy of the proposed linearization techniques for the both the LNA and AAF at the

upper end of the plasma wave spectrum. Also, upon its return from fabrication, the

latest version of SVEPRE incorporating the previously omitted GGC degeneration

resistors to improve matching (cf. Section 6.3.3.3) should be subject to the suite of

characterization test benches described in Section 6.2; particularly the LN test bench,

in order to verify the improved distortion predicted by Monte Carlo analysis. Finally,

to ascertain the specific causes of the total-dose failures observed above 300 krad(Si),

further radiation diagnostics may be conducted on the current part inventory.5

A broader category of potential investigations centers on extensions to the present

design. Perhaps the most straightforward is to eschew the limiting substrate pnp

transistors of the AAF by migrating the design to a process that offers complementary

bipolar transistors (with vertical pnp devices comparable in gain and radiation-

hardness to their npn counterparts) or mature gate-controlled lateral pnps. At the

outset of Chapter 5 it is noted that switched-capacitor (SC) filters offer power savings

and a degree of inherent anti-aliasing that makes them attractive alternatives to the

integrated, continuous-time (ICT) realization pursued here, provided linearity and

radiation-hardening challenges can be met and a high-precision, high-frequency clock

obtained. With SC filters and modulators a continued area of active research for

communications applications [Korotkov et al., 2008; White et al., 2009], significant

progress on these fronts may well be imminent. The implementation of an automatic

tuning scheme for the AAF [Banu and Tsividis , 1985] was circumvented in light of

4A brief description of the LN test bench configuration for 100-kHz sinusoidal input is provided in
Section 6.2.2.1 and more detailed enumeration of the associated PCB options attends the treatment
of the appropriate blocks in Appendix H.

5Given the shortcomings of the SVEPRE-3 layout in terms of design-for-test sensibilities, perhaps
a more efficient approach is the fabrication of a radiation test vehicle containing break-outs
of the suspected culprits—especially the substrate pnps in the transconductors—with sufficient
transparency so that individual circuit blocks can be evaluated in isolation during controlled
radiation experiments.
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similar reservations regarding the implementation of an on-chip phase-locked loop

(PLL) or oscillator.6 However, an extension of the placement and layout strategies

employed for the transconductor switches of Section 5.5, which proved efficacious

in single-event testing of SVEPRE, as well as incorporating recent proposals for

improving the hardness of digital logic [Lee, in preparation], may offer opportunities

to realize all the elements of such a tuning scheme without sacrificing the robustness

of the front-end.

Finally, in keeping with the theme of integration, the next phase in the evolution

of satellite-based, wideband, plasma wave receivers is to not only integrate all the

analog amplification and filtering, as in the SVEPRE front-end, but the analog-to-

digital converter (ADC) as well. To that end, it is postulated that SVEPRE and the

ADC of Wang [2009] can be integrated onto the same die to form a mixed-mode,

system-on-chip that further leverages the economies of mass and power discussed in

Section 1.2.2.7 Doing so may well demand solutions to the issues of: buffering the

ADC input;8 preventing digital noise from coupling into the sensitive analog circuitry

through the substrate [Xu, 2001]; and reducing the total die area. But, individually,

none of these challenges is anticipated to be insurmountable and the collective solution

may pave the way for the incorporation of the aforementioned switched-capacitor and

automatic-tuning schemes. Indeed, with the eventual goal of also synthesizing the full

digital back-end, thereby producing a single-chip, single-channel, wideband plasma

wave receiver, the pursuit of large-scale, mixed-signal integration that preserves the

demonstrated baseline performance and radiation tolerance of the SVEPRE design is

perhaps the most promising tack for future exploration.

6Specifically, the increased complexity and power dissipation associated with hardening such
discrete circuitry against SEEs may neutralize the benefits of their integration.

7Notably, the Wang [2009] converter only integrates the analog section of an ADC. As conceived,
this joint solution would also incorporate the digital portion presently housed in a rad-hard FPGA
so as to reduce the impact of its inclusion on resource-limited or single-channel instruments.

8For example, in the WBR model of Section K.1.2, a discrete opamp implementation of a high-
speed, gain-of-two buffer precedes the ADC. If it still proves necessary, then the design of this block
certainly factors into the set of integration challenges.
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Appendix A

Space Plasma Physics

This appendix provides an overview of plasma physics in the Earth’s magnetosphere

as it pertains to wave-particle interactions. Each section offers a broader context for

the topics in a corresponding section of Chapter 1. In so doing, it not only justifies

restricting this work to a subset of wave-particle phenomena—the interactions of

a particular class of electromagnetic solutions to the wave equation (i.e., electron

whistler-mode waves) with particles in a small portion of the magnetosphere (i.e., the

radiation belts)—but also provides perspective on the critical role of such interactions

in the whole of magnetospheric physics.

Section A.1 outlines the geometry of the near-Earth space environment, particu-

larly the magnetosphere, as it frames the radiation belts described in Section 1.1.1. In

Section A.2, the physics that govern particle trapping in the radiation belts is explored

through the role of the Earth’s magnetic field (cf. Section 1.1.2) in determining

the motions of particles at each point in the magnetosphere. Finally, Section A.3

expounds on the nature of the interactions between the plasma waves of Section 1.1.3

and radiation-belt particles that form the basis of the science for which the target

receiver is intended.
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A.1 The Earth’s Magnetosphere

Initial efforts to classify the stratification of the Earth’s atmosphere as a function

of altitude were guided by temperature gradient measurements,1 giving rise to the

nomenclature depicted in Figure A.1: the troposphere (so named by Napier Shaw)

describes the region in which temperature decreases with altitude, or lapses, up to 10

km; above this, the temperature then increases with altitude, or mounts, throughout

the stratosphere (Shaw), up to 50 km; the return to a lapsing gradient from 50–80 km

was jointly dubbed by Sydney Chapman and Marcel Nicolet as the mesosphere; the

mounting region above the mesosphere, known as the thermosphere (attributed to

Chapman), extends upwards from 80 km to 1000 km; and, finally, the term exosphere

(coined by Nicolet) applies to the uppermost layer, above the thermosphere, from

which particles can escape the Earth’s atmosphere (not pictured) [Chapman, 1960,

p.1-4], [Nicolet , 1960, p.17–22]. By convention, the boundary, or pause, between

any two regions is identified with the lower strata, producing the depictions of the

tropopause, stratopause, mesopause, and thermopause, in ascending order.

Subdivision of the same altitude range according to the average molecular mass of

the atmospheric constituents, Mm, rather than temperature, produces a distinction

between the homosphere (Nicolet), below 85 km, where the mixing afforded by air

turbulence is sufficient to homogenize the molecular composition, and the heterosphere

(Nicolet), where mass-dependent diffusion and dissociation processes driven by the

large temperature gradient dominate, leading to variations in composition with

altitude [Nicolet , 1960, p.20]. For slabs over which the temperature and force of

gravity can be treated as constant, the air in these regions is modeled as an ideal gas,

held in diffusive equilibrium by the balance of density and gravitational (g) forces,

and each of its constituents exhibits an exponential pressure (P ) and density (N)

distribution in altitude (h) that obeys

P

P0

=
N

N0

= e−
h
H (A.1)

1With only gradual transitions delineating them, there is some debate about the precise altitude
boundaries of the regions described herein; all distances should be considered approximate.
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Figure A.1: Nomenclature for strata of the Earth’s upper atmosphere. The central
curves represent the variation of temperature (abscissa) with altitude (ordinate)
whereas the curve in the upper left uses electron density as its abscissa. The
taxonomies for delineation according to Ne, T , and Mm are denoted from left-to-
right using all capital letters. Reproduced in toto from [Nicolet , 1960, p.18].
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where H is known as the local scale height(Chapman) given by H=kT/mg [Nicolet ,

1960, p.19]. At the edge of the homosphere, where the mean mass is uniform, H'6 km

[Bortnik , 2004, p.38].

In the study of solar system plasma physics it is convenient to superimpose upon

Figure A.1 a third taxonomy that delineates layers according to the properties of

their constituent plasmas and dominant interaction mechanisms. The lowermost of

these, identified by Robert Watson-Watt in 1926 as the ionosphere [Gardiner , 1969],

covers the range from 90–1000 km, lying predominantly in the thermosphere. Here,

solar ultraviolet radiation partially ionizes the neutral atmosphere, giving rise to a

weakly-ionized but dense, cool plasma,2 with ion and electron energies typically less

than 0.1 eV [Spasojević, 2003, p.5–6]. Above about 1000 km, the ionosphere smoothly

transitions into a realm where the neutral collision frequency drops significantly with

the exponential rarefaction of the atmosphere in (A.1) [Banks , 1979, p.63]. With

only infrequent collisions, the behavior of the strongly and, in its outer reaches,

even fully ionized but tenuous plasma in this region is dominated by the terrestrial

magnetic field; hence, it is has been termed the magnetosphere [Gold , 1959]. Home

to a complex, closed set of five large-scale current systems, populated by ionized

particles with a wide range of energies, and interlaced with magnetic and electric

fields of diverse origin, the magnetosphere can be decomposed into several plasma

domains, illustrated in Figure A.2 and summarized below.

A.1.1 Outer Magnetosphere

A magnetosphere can be understood as the plasma cavity defined by the field lines of

a magnetized body when it presents an obstacle to a continuously streaming plasma

flow [Roederer , 1979, p.3]; this renders it a feature common to many celestial bodies.

In the case of the Earth, whose magnetic field lines would otherwise resemble those of a

dipole at such distances (cf. Section 1.1.2.1), the supersonic flow of a hot, collisionless

stream of radiation from the sun’s corona, known as the solar wind, impinges upon

2More formally, these plasma adjectives should be taken to imply the following numerical
properties in the context of the ionosphere: weakly ionized—3×10−3 [Inan and Inan, 2000, p.444];
dense—103≤Ne≤106 cm−3 [Banks, 1979, p.83]; and cool—3×102≤Te≤104 K [Banks, 1979, p.83].
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Figure A.2: Artist’s rendition of Earth’s magnetosphere in cross-section illustrating
the radiation belts, described in Section 1.1.1, encircled by several nested plasma
layers. Beginning closest to the sun (to the left but not pictured), those detailed
in the remainder of this section are the solar wind, bow shock, magnetopause, and
plasmasphere. Reproduced in toto from [Tascione, 1994, p.58].

this field, and results in the distorted, bullet-like shape of the magnetosphere shown

in Figure A.2.

A.1.1.1 Solar Wind

The solar wind constitutes a fully ionized plasma, composed primarily of hot protons

with average energies of 10 eV [Spasojević, 2003, p.3] that streams away from the sun

with a mean velocity of 400–500 km/s [Tascione, 1994, p.31]. Though quite tenuous,

with Ni' 5 cm−3 at 1 AU [Tribble, 2003, p.19],3 its impact on the formation of the

3 1 AU'1.5×108 km; an Astronomical Unit (AU) is defined as the distance from the Sun to the
Earth.
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Figure A.3: Two-dimensional projection of Archemedean spiral formed by solar wind
as it emanates from the rotating sun at uniform velocity, carrying with it the twisting
IMF (Parker spiral). Reproduced in toto from [Bittencourt , 1995, p.14].

magnetosphere derives from the fact that the coronal magnetic field is embedded into

or ‘frozen-in’ the plasma and carried away from the Sun, along with the Archimedean

spiral of corpuscular radiation shown in Figure A.3, forming the interplanetary

magnetic field (IMF), which averages 5 nT at 1 AU [Tribble, 2003, p.19].

Obtained from models first reported to much skepticism in 1958 [Parker , 1958],

this frozen-in condition derives from treating the solar wind as a perfectly conducting

fluid, so that its magnetic Reynolds number, Rm = µ0σ0, approaches infinity (where

µ0 and σ0 are the permeability of free space and the fluid electrical conductivity,

respectively). Under such conditions, the application of Faraday’s law

− ∂B

∂t
= ∇× E (A.2)
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and a generalized version of Ohm’s law4 for an infinitely conducting fluid with velocity

u

E = −u×B (A.3)

yields the condition that
∂B

∂t
= ∇× (u×B) (A.4)

From (A.4) it can be shown that the fluid motion in the direction of the magnetic

field is unconstrained, since the cross product goes to zero, whereas the magnetic

flux must remain constant through any closed surface of differential area dS moving

perpendicular to the field [Bittencourt , 1995, p.312–315]; or,

∂

∂t
{B · dS} = 0 (A.5)

So, as the solar wind plasma streams transverse to the Sun’s magnetic field,

constituent particles on a particular field line must remain on it; thus, the solar

wind effectively carries the IMF within it.

A.1.1.2 Bow Shock

Under most conditions, this solar wind plasma with its embedded IMF cannot

efficiently mix with the terrestrial magnetic field, which is similarly frozen into the

magnetospheric plasma. Instead, the former is deflected around the latter through

a complex interaction that forms a collisionless, magnetohydrodynamic bow shock

[Tascione, 1994, p.59]. With the frozen-in character of the IMF acting in place of

gas-dynamic collisions, this electromagnetic bow shock is somewhat analogous to “the

aerodynamic shock found by a blunt object in the supersonic flow of a wind tunnel”

[Tascione, 1994, p.57]. In both cases, a shock wave is produced because the wind

flow is supersonic,5 meaning no wave in the medium can travel fast enough to convey

4As σ0 approaches infinity, the generalized Ohm’s law for steady-state (∂/∂t→0), nearly cold
(T→0), collisionless (ν→0) plasmas, namely J=σ0(E+u×B), reduces to (A.3).

5As opposed to a collisional, thermalized gas, where the mach number reflects the ratio of the
fluid velocity to the speed of sound, the term supersonic is not terribly appropriate for a collisionless,
directed plasma flow. Instead, for the latter case this term should be read as superalfvénic, where
the Alfvén velocity in (1.13) marks the limit of information transmission in a collisionless plasma,
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information about the impending obstacle. In the case of the solar wind, it “converts

some of the directed energy of the ions and electrons into thermal motion and reduces

the bulk flow velocity to a value below the plasma wave speed” [Walt , 1994, p.2].

A.1.1.3 Magnetopause

Moving into the narrow region directly behind the bow shock, known as the

magnetosheath, the subsonic plasma, now compressed and heated, remains turbulent

and the fields disordered, until its inward kinetic and plasma pressure balance the

outward magnetic and plasma pressure of the magnetosphere [Walt , 1994, p.3]. This

surface just behind the shock, akin to a laminar flow boundary [Tascione, 1994,

p.57], delineates the IMF from the terrestrial magnetic field and is known as the

magnetopause. Compressed by the pressure on the sunward side, the magnetopause

is located at approximately 8–10 RE, depending on solar conditions, whereas, on the

nightside, tangential drag and other poorly understood processes [Walt , 1994, p.3]

result in an indistinct frontier that stretches well beyond the Moon (> 60RE) into

the magnetotail.

To support the boundary conditions at the border between these two large-scale

magnetic fields of distinct origin, the Chapman-Ferraro current system [Chapman

and Ferraro, 1931] flows along the magnetopause, canceling the Earth’s terrestrial

field beyond and confining the remaining current systems within. Those additional

mangetospheric current systems, which support geomagnetic field arrangements, as

well as convert between plasma kinetic energy and electromagnetic field energy,

include: the plasma sheet (or cross-tail) current running east-to-west in the

magnetotail, which separates the north/south magnetic field lobes from the poles

[Walt , 1994, p.3]; the ring current, representing the azimuthal drift of the radiation

belts due to the gradients and curvature of the geomagnetic field (cf. Section A.2.1.2)

[Spasojević, 2003, p.7]; and the Birkeland or field-aligned currents, which connect the

magnetospheric and ionospheric plasmas (cf. Section 1.1.1.2), playing a role in polar

aurora formation [Birkeland , 1908, p.95–105].

yielding a solar wind mach number of 8+ [Tascione, 1994, p.39–40].
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A.1.2 Plasmasphere

At the innermost edge of the magnetosphere, with its lower bound provided by the

ionosphere, exists the region of highest magnetospheric plasma density, ranging from

about 101–104 cm−3 [Tascione, 1994, p.68]. It is populated by electrons and ions

injected from the topside ionosphere [Lemaire, 1989], which may be accelerated to

average energies near 1 eV by a variety of processes, including Coulomb collisions

with suprathermal photoelectrons [Schunk and Watkins , 1979] and interactions with

waves generated by the ring current [Gorbachev et al., 1988]. Due to the electric field

established by frictional drag, this cold, relatively dense plasma, forming a toroid

below 60◦ geomagnetic latitude,6 co-rotates with the Earth [Banks , 1979, p.85]. At

altitudes where the co-rotational electric field becomes smaller than the convective

electric field supporting the cross-tail current (∼ 5 µV/cm [Schulz and Lanzerotti ,

1974, p.6]), plasma densities drop by a factor of 5–10 [Tascione, 1994, p.68]. This

sharp, field-aligned density gradient, that on average maps to a circle of 4RE at

the geomagnetic equator,7 as shown in Figure A.4, forms a boundary beyond which

the low density (1–10 cm−3) plasma no longer rotates with the angular velocity

of the planet, but instead is governed by convection patterns established through

interactions with the solar wind [Spasojević, 2003, p.7].

Confirming the pioneering hypotheses of Storey [Storey , 1953] and later Dungey

[Dungey , 1954], this boundary and the dense cavity within were independently

discovered by Gringauz [Gringauz et al., 1962, p.107] and Carpenter [Carpenter ,

1963],8 termed by the latter as the plasmapause and plasmasphere, respectively, in

keeping with the thermal nomenclature conventions described above [Carpenter , 1966,

p.695]. Both are central to the study of resonant wave-particle interactions. Since its

abrupt density transition leads to “remarkable differences in wave regimes inside and

6Henceforth, a coordinate system referenced to the magnetic, as opposed to geographic poles
of the Earth, is adopted for all latitude measurements, with the distinction explicitly defined in
Section 1.1.2.2.

7The difference between the physical equator at which RE is defined, and the geomagnetic equator
that defines the plane in which the plasmapause dimensions are given, is addressed in Section 1.1.2

8For an excellent historical review of the developments surrounding the worldwide participation
in the discovery of the plasmasphere, as well as a detailed overview of the associated theoretical and
experimental achievements, the reader is referred to [Lemaire and Gringauz , 1998].
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Figure A.4: Average equatorial radius of the plasmapause. The solid line corresponds
to moderate levels of geomagnetic activity, whereas the dotted (dashed) lines
represents more (less) perturbed conditions. Concentric rings denote L-shells.
Reproduced in toto from [Carpenter , 1966, p.698].

outside the plasmapause,” [Lemaire and Gringauz , 1998, p.106] with different wave

modes confined to each side, “certain wave-particle interaction effects . . . can differ

strongly from one side of the plasmapause to the other” [Lemaire and Gringauz ,

1998, p.102]. In addition, the plasmasphere, though dense relative to the rest of the

magnetosphere, can be mathematically be treated essentially collisionless, so that it

acts as “a kind of cavity in which waves are trapped and throughout which they

may spread widely,” [Lemaire and Gringauz , 1998, p.98] unencumbered by collisional

damping. Such favorable wave conditions are accompanied by an abundant particle

population, for within the plasmasphere lie the entire inner zone and the innermost

edge of the outer zone of the radiation belts under study in this dissertation (cf.

Section 1.1.1); the behavior of this energetic population, which is superimposed on

the cold background plasmaspheric plasma just described, is treated next.

A.2 Particle Trapping

Although Section 1.1.2.1 offers a simple model of the geomagnetic field, which is

responsible for the trapping of energetic particles in the radiation belts, the physical
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mechanism responsible for this behavior—the Lorentz force—is best examined using

the notion of adiabatic invariance. As prologue to the treatment of radiation-

belt particle trapping via adiabatic invariance in Section A.2.2, the fundamental

components of charged particle motion in this dipole field model are explicated in

Section A.2.1.

A.2.1 Particle Motion

Consider the simple case of a single charged particle of charge Q, mass m,9 and

velocity υ in the presence of a magnetic field, B, oriented in the ẑ direction. A

uniform B gives rise to pure cyclotron motion, while the nonuniform geomagnetic

field introduces additional behaviors, namely drift and bounce motion.

A.2.1.1 Cyclotron Motion

In the absence of an electric field (E=0), the Lorentz force,

F = Q (E + υ ×B) (A.6)

only possesses a component perpendicular to the particle motion, υ×B = υ⊥×B,

where υ⊥
(
υ‖
)

is magnitude of the particle velocity in the x̂-ŷ plane(ẑ-direction),

such that υ = υ‖+υ⊥. This force can do no work; instead, it is a centripetal force,

satisfying Newton’s second law by producing an equilibrium condition in which the

particle executes circular motion in the plane perpendicular to B with an angular

frequency of

ωc =
|Q|B
m

(A.7)

and a radius of

rc =
mυ⊥
|Q|B (A.8)

These quantities are known as the cyclotron gyrofrequency (or cyclotron frequency, or

Lamor frequency) and gyroradius (or cyclotron radius, or Lamor radius), respectively.

9Restricting all that follows to the non-relativistic case renders m=mo, the particle’s rest mass.
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On account of their positive charge and heavier mass, protons rotate much more

slowly and in larger,10 clockwise orbits than counter-clockwise-gyrating electrons.11

For either carrier, this gyromotion constitutes a current loop that produces its own

dipole field with a magnetic dipole moment, µm, given by analogy to (1.4) as:

µm = IS =
Qωc

2π
πr2

c ẑ =
mυ2
⊥

2B
ẑ =

p2
⊥

2mB
ẑ (A.9)

where p⊥ represents the perpendicular component of the particle’s momentum.

As a consequence of the cross-product in (A.6), this cyclotron motion is simply

superimposed upon any initial motion of the particle in the direction of the field,

leaving υ‖ unchanged and resulting in a helical trajectory over time. The density of

this helix is described by the angle between υ and B, known as the pitch angle αυ,

which is related to the components of υ through αυ=arctan
(
υ⊥/υ‖

)
.

A.2.1.2 Drift Motion

In the presence of an additional force Fd, the conditions for this uniform circular

motion can be violated. The perpendicular component of Fd skews the gyroradius at

each point in the planar orbit, depending on whether it is working in concert with

or in opposition to the υ×B force. The net effect of these contributions is obtained

by averaging the sum of both forces over the gyrocircumference,12 thereby subsuming

10The larger gyroradius of protons explains why the outer belt consists primarily of electrons:
compared to rce, the gyroradius for high energy protons is so large that they encounter the
homosphere near the poles and are lost to collisions with neutrals [Tascione, 1994, p.54]. By contrast,
at inner belt altitudes, given the increased field strength according to (1.7c), the rci predicted by
(A.8) is small enough to permit stable proton trapping.

11This clock-based description assumes a vantage at the field line terminus (cf. Footnote 25 of
Chapter 1). Many authors do not take the absolute value of Q in (A.7) and, instead, use the sign of
ωc to describe the sense of rotation, with ω>0 implying counter-clockwise rotation, as it typically
does for angles in the Cartesian plane. However, this would yield ωce<0, which is inconsistent with
the use of a terminal observation point from which electrons appear to rotate counter-clockwise.
Thus, for the stated vantage, this document treats ωc as positive according to (A.7) and imposes
the rotational sign convention dictated by problem geometry.

12The trajectory that results from the presence of Fd traces out a cycloid, not a circle, in the
x̂-ŷ plane. But, since B and Fd are assumed uniform, it is equivalent to integrate over a complete
revolution of either. Since the work performed by the conservative force Fd must cancel out over
the course of one revolution, and since B can also do no work, these forces must sum to zero,
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the specifics of the cyclotron motion and instead describing the net behavior of the

so-called ‘guiding center’ of the orbit [Walt , 1994, p.14]. Such an analysis reveals that

the guiding center slowly drifts in the x̂-ŷ plane at a speed υd�υ given by:

υd =
1

Q

Fd ×B

B2
(A.10)

The non-uniformity of Earth’s dipole field introduces two sources of Fd, giving rise

to two types of longitudinal guiding center drift. The first, known as gradient drift,

derives from the r−3 dependence of (1.7a); at a given colatitude, the increase in field

strength nearer the Earth constitutes an inwardly directed radial gradient, ∇B, whose

corresponding increase in υ×B with r maps to a force Fgrad =−mυ2
⊥∇B/2B such

that

υgrad =
mυ2
⊥

2Q

B×∇B

B3
(A.11)

Conversely, for a particle to continue to gyrate around a given field line as it curves

near the poles according to (1.9), it must experience a centrifugal force along R̂c, the

direction of the radius of curvature Rc, that is imposed by the field itself. This force,

Fcurv =mυ2
‖/Rc R̂c, gives rise to the curvature drift

υcurv =
mυ2
‖

QR2
c

Rc ×∇B

B2
=
mυ2
‖

Q

B×∇B

B3
(A.12)

The second expression in (A.12), only valid in the absence of any other sources of

magnetic fields, formulates the curvature drift as simply drift in response to the

gradient observed when traveling latitudinally at a given radius, rather than (A.11),

which applies to the gradient observed when traveling radially at a given latitude

[Walt , 1994, p.20].

The drifts described by (A.11) and (A.12) are perpendicular to the ambient

magnetic field, parallel to one another, and oppositely directed for protons and

electrons. When experienced by those particles trapped in the radiation belts,13

Fd +Q (υd×B) = 0, from which (A.10) follows directly; after all, if there were any net force after
one gyroperiod, the particle would be accelerated indefinitely [Tribble, 2003, p.123].

13Although all trapped particles contribute to some degree [Spasojević, 2003, p.8], the bulk of the
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they give rise to an azimuthal current circulating westward around the Earth—

the ring current described in Section A.1.1.3 [Spasojević, 2003, p.7]. On account

of the geometry of the underlying gradients, υgrad(υcurv) drift dominates for

particles traveling perpendicular(parallel) to the Earth’s field, with correspondingly

large(small) αυ. Given the leading terms of (A.11) and (A.12), protons and electrons

with the same kinetic energy in the relevant direction drift at the same speed, even

though they have markedly distinct gyroradii, cyclotron frequencies, and thermal

velocities [Tascione, 1994, p.6].

A.2.1.3 Bounce Motion

Just as the component of Fd perpendicular to the ambient magnetic field controls the

azimuthal drift velocity in the above cases, the guiding center of a gyrating particle

is also affected by the component of Fd parallel to the field, which accelerates the

particle according to Newton’s second law, impacting υ‖ accordingly. Specifically, it

can be shown that wherever magnetic field lines converge, the gradient of increased

field strength in that direction, say ẑ, produces a force in the opposite direction given

by [Walt , 1994, p.21]:

Fm = −mυ
2
⊥

2B

∂B

∂z
ẑ = −µm

∂B

∂z
ẑ (A.13)

Since it results only from the magnetic field geometry, like its cyclotron and drift

counterparts, such a force cannot change the particle energy; instead, as it opposes and

thereby reduces υ‖, there must be a corresponding increase in υ⊥ so that υ2 = υ2
‖+υ2

⊥

is constant. This manifests as an increase in pitch angle and, in the extreme case

when the force has decelerated υ‖ to zero, converts all the particle’s kinetic energy

into perpendicular motion, tipping its pitch angle to 90◦. At that point, the particle

reverses direction, leading to the description of (A.13) as the mirroring force. Since

the convergence of the terrestrial magnetic field at the poles constitutes a gradient

capable of such a force, a particle gyrating around a field line with non-zero υ‖ at

the equator is observed to ‘bounce’ back and forth in latitude, being reflected by this

hot plasma comprising the ring current consists of those ions with energies between 1 and 100 keV,
for which drift forces due to the steady magnetospheric electric fields are also significant [Schulz and
Lanzerotti , 1974, p.6].
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Field line

Bounce

Mirroring
Gyration

H+

drift

e-

drift

Figure A.5: Three fundamental periodic orbits executed by geomagnetically trapped
particles. Depiction of (1) cyclotron (2) bounce and (3) drift orbits is not to scale,
nor is rotational sense meaningful except as noted for (3). After [Jursa, 1985, p.5-9].

force at its mirror height—that distance from either pole where the field gradient is

sufficient to reduce υ‖ to zero.

Figure A.5 depicts the superposition of all three circular motions described above

in a simplified representation of net particle motion in the radiation belts.

A.2.2 Adiabaticity

In the Earth’s magnetic field geometry, each of the three types of conservative

particle motion in Figure A.5—gyration, mirroring, and drift—is periodic on a

characteristic time scale of order 10−3, 1, and 103 seconds, respectively, though these

vary with the particle energy [Horne, 2002, p.808]. In such distinct temporal regimes,

these rotational motions are conveniently described through the Hamilton-Jacobi

reformulation of classical mechanics, in which the canonical coordinates of phase

space, consisting of generalized spatial coordinates qi and their conjugate momenta

pi, are transformed into new canonical coordinates, consisting of the action angles wi

and their generalized angular momenta Ji, with the latter defined as

Ji =

∮
pi · dqi (A.14)
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where dqi is the differential path length along the ith periodic orbit [Walt , 1994, p.39].

In these action-angle coordinates, such integrals constitute adiabatic invariants—

quantities which remain constant provided that the underlying forces change on time

scales(dimensions) much slower(larger) than the frequencies(radii) of the periodic

motion [Schulz and Lanzerotti , 1974, p.46]. For the triumvirate of charged particle

circumvolutions in question, the three integrals corresponding to i = 1, 2, 3 in (A.14)

replace the constants associated with three-dimensional rectilinear motion, namely

the conservation of the three components of momentum, or of any two and energy

[Schulz and Lanzerotti , 1974, p.8].

A.2.2.1 Adiabatic Invariants

The first adiabatic invariant, J1, is obtained from (A.14) by integrating the canonical

momentum of a charged particle14

p = mυ +QA (A.15)

over its gyro-orbit, using (A.7), (A.8), and the fact that A, the vector magnetic

potential, is related to B by definition (B≡∇×A). The resulting quantity

J1 =
πp2
⊥

|Q|B (A.16)

must remain constant in the absence of abrupt spatial or temporal variations of the

magnetic field [Schulz and Lanzerotti , 1974, p.14]. Since any quantity proportional

to (A.16) also exhibits this behavior, it is customary to replace J1 by the particle’s

magnetic dipole moment, µm, given by (A.9) so that

J1 ∝
p2
⊥

2mB
∝ µm = constant (A.17)

14The second term in (A.15) arises from the presence of the ambient B-field, any time variation
of which gives rise, through Faraday’s law, to an electric field that asserts force on the particle, thus
imparting momentum, even for zero initial velocity.
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The second adiabatic invariant, known as the integral invariant, is associated with

bounce motion such that when dq2 in (A.14) is replaced by the differential length

element ds along the bounce orbit, which encloses no net magnetic flux, the terms

related to υ⊥ and A drop out of the integration of (A.15), leaving

J2 =

∮
p‖ · ds = constant (A.18)

Conversely, the adiabatic invariant associated with drift motion, the third or flux

invariant, sees the first term of (A.15) become negligible when integrated over a drift

trajectory around the equator, due to the much slower υd, leaving

J3 = Q

∮
B · ds = QΦm = constant (A.19)

A.2.2.2 Adiabatic Motion

For radiation-belt particles, the constancy of each invariant informs the nature of the

rotational motion associated with the next highest invariant. Firstly, bounce motion

can be interpreted as preservation of the dipole moment since, as seen in (A.13),

the mirroring force is directly proportional to µm; Fd increases the pitch angle in

conjunction with ∂B/∂z as the field strength increases near the poles, so as to keep

µm fixed despite increasing B. In fact, this perspective enables a trivial computation

of the mirror height, or the terminus of the bounce motion, in terms of αυ. From

the definition of pitch angle, recall that υ⊥ = υ sinαυ, or p⊥ = p sinαυ, where the

total momentum, p, is constant in the absence of electric fields. Substituting this into

(A.17) expresses the pitch angle at any point along the field line in terms of its value

and that of the magnetic field at the equator, namely αυeq and Beq:

p2 sin2 αυ
2mB

=
p2 sin2 αυeq

2mBeq

∴ sin2 αυ =
B

Beq

sin2 αυeq (A.20)
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At the mirror point, where the pitch angle goes to 90◦, this implies Bm =Beq csc2 αυeq .

According to the ideal dipole model in Section 1.1.2.1, specifically (1.7c), this mirror

field Bm occurs at an altitude of hm =rm−RE, where

sin2 αυeq =

√
(rm/LRE)3√

1 + 3 (1− rm/LRE)
(A.21)

If hm lies in the homosphere, below hT =rT−RE'85 km, the particles are subject to

collisions which violate the first adiabatic invariant.15 Giving up momentum in the

process, they then precipitate into the ionosphere, rather than mirroring back along

the field line, and are said to be lost [Schulz and Lanzerotti , 1974, p.58]. From (A.21),

it is clear that the subset of particles at a given L for which hm ≤ hT possesses an

equatorial pitch angle αυeq≤αυblc
where [Lauben et al., 2001]:

sin2 αυblc
=

√
(rT/LRE)3√

1 + 3 (1− rT/LRE)
(A.22)

These particles are said to be in the bounce loss cone defined by αυblc
, with those

at αυeq = αυblc
critically trapped so that any drop in their mirror height through a

violation of the first adiabatic invariant causes them to precipitate out of the radiation

belts [Bortnik , 2004, p.38].

Next, the integral invariant defines the surface mapped by the drift motion of the

particle around the Earth because, at each latitude, there exists only one field line

along which J2 remains constant. This surface is asymmetric due to the compression

of field lines on the sunward side: the drift shell must move closer to the Earth on the

nightside to encounter higher B and thus maintain J2 over the shorter field lines there

[Walt , 1994, p.46]. Additionally, it requires that a particle return to its initial field

line, regardless of the distortions it encounters along the path. The lone exception

can occur when, during its orbit, the particle adopts a J2-conserving field line over the

South Atlantic anomaly where hm ≤ hT due to the local asymmetry of the Earth’s

15The upper boundary of the homosphere can be treated as a finite limit because H is sufficiently
small compared to the length of the bounce path that the increase in neutral density to a level where
νn≥ωc/2π is effectively abrupt.
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field relative to the upper atmosphere. Particles which satisfy this condition are said

fall into the drift loss cone where αυeq < αυdlc
.

Note that together the first two invariants describe the set of field lines at each

longitude traced out by a particle in terms of their Beq and J2, since these quantities

are preserved throughout. For an ideal dipole field, such as that described by (1.7c)

and (1.9), these define an azimuthally symmetric surface of field lines, or drift shell,

with a unique L, or equatorial crossing altitude. Thus, in the study of geomagnetically

trapped radiation, it is convenient to describe a particle’s location in terms of an L-

shell. However, the L value is only a constant when using the offset, tilted, ideal dipole

model; in the actual, distorted Earth field, conservation of Beq and J2 throughout a

drift orbit requires the particle to follow field lines with slightly different equatorial

crossings. Nevertheless, since the L value along a given field line varies by less than

1% [Tascione, 1994, p.46], it proves sufficient to assume that the magnetic drift shell

maps to shell of constant L at radiation-belt altitudes. In this coordinate system,

then, positions on a given L-shell are equivalent when considering particle bounce

and drift motion.

Finally, the flux invariant resolves the specific details of the trajectory followed in

response to slow changes in the magnetic field configuration whose causes may include

secular variation, solar events, and geomagnetic substorms [Walt , 1994, p.52].

A.2.2.3 Non-Adiabatic Motion

As emphasized in Section 1.1.1, the composition of the radiation belts is not static, so

the motion of its particles cannot be purely adiabatic. After all, “if the invariants were

rigorously conserved . . . a trapped particle would remain trapped forever” [Walt , 1994,

p.92]. Thus, the source and loss mechanisms that regulate the trapped populations,

such as the aforementioned wave-particle interactions, operate by disrupting the

conservation of one or more of the adiabatic invariants.16 This occurs when the

underlying assumptions of adiabatic theory regarding the temporal and spatial

derivatives of the ambient electromagnetic fields are violated by the presence of wave

16The exception is the introduction of trapped particles through radioactive decay, including
CRAND, wherein the invariant relationships are preserved.
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fields that are capable of inducing behavioral changes on those same scales of the

corresponding invariant. In the next section, wave participation in such non-adiabatic

interactions is cataloged at the level of current understanding.

A.3 Wave-Particle Interactions

In Section A.2.2.3, it was noted that adiabatic motion of radiation-belt particles

constitutes a large-scale, steady-state behavior, deviations from which, in the form of

non-adiabatic motion, underlie their non-static nature. Specifically, “geophysically

interesting dynamical phenomena related to radiation-belt physics involve the

violation of one or more adiabatic invariants” [Schulz and Lanzerotti , 1974, p.8]. For

each of the generalized angular momenta Ji, this can occur when disruptive forces

act on temporal(spatial) scales shorter(smaller) than characteristic period(radius)

of the corresponding rotational motion, over which adiabatic theory only ensures

the constancy of the action integral for slowly varying electromagnetic fields. In

other words, such forces can finely discriminate amongst particles with the same Ji

according to their orbital phase, given by the canonically conjugate cyclic coordinate

wi, thereby preventing them from being treated equivalently.

Instead, under such conditions it becomes necessary to account for these individual

phases by considering the entire distribution function, f(J,w, t), akin to that

introduced in Section 1.1.3.1 to similarly account for the behavior of the collective

plasma. Through a unit Jacobian transform, f is expressed here in terms of the

adiabatic-invariant space, rather than canonical phase space, as in f(p,q, t), so as to

provide a reference frame in which the distribution function only changes when one or

more of the invariants is violated, thereby isolating the deviations of interest from the

background adiabatic motion [Walt , 1994, p.97]. From Liouville’s theorem, a force

which is sufficiently coherent so as to selectively organize the set of particles with

common invariants around a particular wi must result in corresponding expansion

of f around Ji, because any local volume of phase space is incompressible [Schulz

and Lanzerotti , 1974, p.47]. Thus, a spreading in the values of Ji, and a violation

of the corresponding adiabatic invariant, necessarily follows from a deterministic
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relationship between the equilibrium f and a disruptive force that can be described

as a function of wi.

In practice, the deterministic character of this broadening of Ji is obscured by

the fact that measurements of both the instantaneous particle population [Schulz and

Lanzerotti , 1974, p.47] and time-varying fields [Walt , 1994, p.93] are inherently phase-

averaged due to the finite resolution, in time and space, of any physical instrument.

The behavior of the favg(J, t) that results from such inevitable phase mixing, in which

the dependence on the cyclic coordinates has been suppressed, thus exhibits “an

essential component of randomness [wherein] . . . after phase averaging, the various

elements of the particle distribution, subject to nonadiabatic forces, usually appear to

have walked randomly with respect to the violated invariants” [Schulz and Lanzerotti ,

1974, p.47]. Given this apparent randomness in favg that results from the loss of the

wi information, it is mathematically convenient to employ diffusion theory to frame

“the time evolution of a distribution of particles whose trajectories are disturbed by

innumerable small, random changes” [Walt , 1994, p.93] as diffusion of f with respect

to the adiabatic invariants via Brownian motion in J-space.17

Although somewhat oversimplified, the conventional approach in radiation-belt

physics is to offer separate treatments of pitch-angle diffusion, wherein J1 and/or

J2 are violated, which results in a net loss of trapped particles, and radial diffusion,

wherein only J3 is violated, which can serve as an energization source for new particles

[Schulz and Lanzerotti , 1974, p.48]. For the purposes at hand, the former provides a

sufficient example, as it describes some of the most prominent wave-particle behaviors

in the radiation belts.18

17To admit arbitrary coordinate systems, the diffusion formulation conventionally proceeds from
the Fokker-Planck equation, which can be formulated in a convenient coordinate system so as
to minimize the number of dimensions x with non-zero diffusion coefficients, given by Dxx =
d/dt (σ∆x/2). A rigorous presentation of the stochastic mathematics is beyond the scope of this
work, but can be found in Chapter 6 of [Walt , 1994].

18As pertains to the radiation-belt source mechanisms intimated in Section 1.1.1.1, it suffices to
observe that inward radial diffusion, which reduces the enclosed flux, Φm, while preserving J1(J2),
requires an increase in p⊥

(
p‖
)

in response to the stronger fields(short field lines) at lower altitudes.
An exhaustive limning of radial diffusion mechanisms and drivers can be found in Chapter 3 of
[Schulz and Lanzerotti , 1974].
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A.3.1 Pitch-Angle Diffusion

Occurring on temporal and spatial scales comparable to those of gyration and bounce

motion, pitch-angle diffusion allows the assumption of constant L, since the third

invariant is irrelevant [Schulz and Lanzerotti , 1974, p.55]. Thus, the diffusion is best

expressed in a coordinate system of comprised of J1 and J2, represented equivalently

by equatorial pitch angle
(
αυeq

)
and total energy (E), with L taking the place of

J3, using f
(
αυeq , E, L

)
[Walt , 1994, p.101]. Diffusion coefficients for both pitch-angle

diffusion (Dαα) and energy diffusion (DEE), also known as range straggling, can then

be computed.19

Pitch-angle diffusion can arise through many nonadiabatic forces in the radiation

belts. One example, critical to the mechanisms underlying the formation of the loss-

cones defined by αυblc
and αυdlc

, is that of Coulomb collisions between radiation-belt

electrons with hm>hT and upper ionospheric neutrals [Schulz and Lanzerotti , 1974,

p.48].20 Only dominant enough to prevent all trapping for L < 1.3, and with little

impact on the electrons’ E or L (except for electron-electron collisions, whose range

straggling is often negligible), the primary implication of such interactions is to cause

diffusion in the pitch-angle of the trapped electrons such that for some subset of the

population αυeq < αυblc
or αυeq < αυdlc

. From (A.22), this corresponds to hm < hT,

meaning the electrons in the loss cone then mirror so low as to precipitate (i.e., be

permanently removed from the plasmasphere) [Walt , 1994, p.111–112].

However, as discovered during the 1962 Starfish Prime experiment (cf. Footnote 1

of Chapter 1), such collisions are not the dominant source of pitch-angle diffusion at

higher L-shells, where diffusion through resonant wave-particle interactions becomes

significant [Walt , 1994, 116–117]. These non-collisional diffusion mechanisms take

19For radiation-belt electrons, whose initial distribution tends to be fairly isotropic in E, it is
common to neglect any additional smoothing via energy diffusion [Schulz and Lanzerotti , 1974,
p.55].

20Due to their greater mass, protons and heavy ions experience little pitch-angle deflection or
range straggling as a result of such collisions. Instead, they either give up their energy to free and
bound electrons, decelerating in the process, or, if lower in energy, absorb one such electron and are
reduced (cf. Section C.2.1.2). Deceleration leads to a systematic, non-diffusive reduction of J1 and
J2 that necessitates special ’flow’ terms in the Fokker-Planck equation. Such terms also appear for
electrons, but as cited in the above text, are insignificant compared to diffusion in αυeq [Schulz and
Lanzerotti , 1974, p.48–49].
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place when the frequency of a wave-induced perturbation felt by the particle is

on the order of either its bounce frequency or gyrofrequency, giving rise to the

subdivisions below, corresponding to violation of the second or first adiabatic

invariant, respectively.

A.3.2 Bounce Resonance

For waves with wave-normal angle θk < 90◦, including magnetosonic MHD and

electrostatic modes, there can be non-zero wave field components along the field

line, namely b‖ and e‖, respectively, whose forces affect only p‖. Such parallel forces

conserve the first and third invariants, but alter the particle’s energy and thereby

violate the integral invariant. The change in parallel velocity, and thus pitch angle, is

most pronounced for wave frequencies close to the bounce frequency of the particle,

which produces a constructive effect, and for particles with αυ'90◦, which renders the

mechanism incapable of scattering particles into the loss cone [Schulz and Lanzerotti ,

1974, p.62–65]. For the latter reason, bounce resonance has “received considerably less

attention” [Lyons , 1979, p.142] than cyclotron resonance in the literature, a partiality

likewise adopted here.

A.3.3 Cyclotron Resonance

Involving wave-induced violations of the first adiabatic invariant, cyclotron resonance

can occur for a variety of particle αυ and wave ω; indeed, the breadth of modalities

motivates the advanced plasma wave study for which the target receiver is intended.

The following sub-sections deal with the normal and anomalous modes from a

deterministic perspective, which results in pitch-angle scattering, before offering

the diffusive interpretation of the cyclotron interaction between the phase-averaged

particle distribution favg and a wave packet with its own distribution in k (and thus

ω for a given propagation mode), giving rise to pitch-angle diffusion.
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Figure A.6: Geometry of normal-mode electron cyclotron resonance interaction. By
convention, handedness is determined with respect to the ambient B, not direction
of travel, so to an observer in the lower left, the right-handed gyration of the
electron position vector(wave electric field vector) is counter-clockwise(clockwise).
This rotational opposition is captured by the sign of the Doppler shift in (A.24).
After [Walt , 1994, p.119].

A.3.3.1 Normal Scattering

Consider the underlying deterministic, w-aware, Lorentz interaction for the special

case of a single trapped electron and a parallel-propagating (k⊥ = 0) whistler-mode

electron cyclotron wave of frequency ω, as depicted in Figure A.6. As shown in Figure

A.7, invoking the notation of [Walt , 1994], this situation establishes wave electric and

magnetic fields, e and b, that lie in the plane of υ⊥ with a phase difference between

υ⊥ and b given by

φ =
(
ωce − ω − k‖υ‖

)
t+ φo (A.23)
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Figure A.7: Phase relationships of wave fields and electron velocity perpendicular to
ambient field. As it counterstreams, the electron, whose υ⊥ vector rotates at ωce in
the fixed reference frame, sees the wave magnetic field b rotating at ω′. In a reference
frame moving with the particle, then, the phase difference between these vectors, φ
is given by (A.23). After [Walt , 1994, p.120].

where φo is a random initial offset.21 The first term in (A.23) represents the phase

that accumulates between the two vectors over time, due the difference between rate

of rotation of the particle (ωce) and the Doppler-shifted angular frequency at which

it perceives the wave field vectors to be rotating, namely

ω′ = ω

(
υp

υp − υ‖

)
≈ ω

(
1 +

υ‖
υp

)
= ω + k‖υ‖ (A.24)

where the approximation comes from noting that υ‖ � υp for non-relativistic

electrons.22 It can be shown that the pitch-angle and energy changes which occur

over time as e and b act upon υ⊥ and υ‖ via the Lorentz force of (A.6) depend

21Recall that the particle velocity vector, υ, with magnitude υ= |υ|, can be further decomposed
into its projections perpendicular and parallel to B, namely υ⊥ and υ‖. Since the magnitudes of
these vectors, υ⊥ and υ‖, are always positive, υ‖ contains no information about the direction of
propagation along B. Thus, the sign conventions in (A.23) and its descendants are specific to the
geometry of Figure A.6, so k‖υ‖>0 even though k‖ ·υ‖<0. However, they remain valid for the case
of a particle traveling with the wave, in the +ẑ direction, by assuming υ‖<0. For the remainder of
this section, it is also useful to note that ω>0, υp>0, and ωce>0 according to the scalar polarity
conventions in use.

22For whistler-mode interactions with non-relativistic electrons, it is typically assumed that υ � υp

[Walt , 1994, p.120], since, as shown in Figure 1.11, such modes have n ≤ 10. However, for particles
outside the loss cone, the component of in the direction of the magnetic field is typically small
enough that υ‖ � υ.
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critically upon φ through [Walt , 1994, p.121]:

dE

dt
= ebυpυ⊥ sinφ (A.25a)

dαυ
dt

=
eb

m

(
1 +

υp cosαυ
υ

)
sinφ (A.25b)

In the general case when ωce and ω are uncorrelated, the angular difference between

υ⊥ and b varies constantly with time, so that the average of sinφ and thus of (A.25a)

and (A.25b) goes to zero, resulting in no net difference. But, if ω+k‖υ‖=ωce, then υ⊥

and b rotate together such that φ is constant (i.e., first term of (A.23) goes to zero)

and the net force on the particle over the course of the interaction is non-zero. This

case, in which ω is Doppler-shifted up to ωce to align the wave and particle oscillations

in phase yielding sinφ=sinφo, constitutes a resonance condition wherein the particle

and wave can exchange momentum so long as they occupy the same helical trajectory

[Walt , 1994, p.122].

Determining the net momentum exchange in one such interaction, represented

by ∆αυ and ∆E, requires an estimate of that resonance duration, ∆t. It can be

shown that this depends upon the interplay between the length of the wave and

its bandwidth. Namely, a wave of infinite duration, whose spectrum is represented

by a Dirac delta, can only resonant with a particles of precise energy, related to

p‖ = m (ωce−ω) /k, and then falls out of resonance as soon as the particle has

accumulated an infinitesimal ∆αυ and ∆E [Walt , 1994, p.122]. But, any finite wave

possesses infinite bandwidth and therefore is capable of interacting with a broader

range of energies, albeit over a shorter period of time. As suspected in light of the

Heisenberg uncertainty principle [Schulz and Lanzerotti , 1974, p.62], the product of

the interaction interval ∆t and the wave bandwidth ∆ω is a constant that depends

upon the wave group velocity, υg, according to [Walt , 1994, p.123]:

∆ω∆t =
π

1 +
υ‖
υg

(A.26)

Given the resulting ∆αυ and ∆E from an exchange of duration ∆t, it is clear that
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the particle momentum is not conserved, but rather is transformed from p⊥ to p‖

(or vice versa) through a non-conservative process in which the wave gains (or loses)

energy [Schulz and Lanzerotti , 1974, p.69]. This point can easily obscured since, as

noted above, it is common to consider only pitch-angle diffusion for electrons while

ignoring energy diffusion on account of the large ratio between the fractional changes

of αυ and E given, according to (A.25a)–(A.26), by [Walt , 1994, p.125]

∆E

E
≈

2αυ sinαυ
υ/υp

∆αυ
αυ

(A.27)

When considering whistler-mode waves for which, as assumed previously, υ � υp,

(A.27) indeed suggests that DEE can be ignored relative to Dαα. However, the loss of

particle energy during the conversion from p⊥ to p‖ reemerges when considering the

reference frame moving with the wave, in which e goes to zero and thus there can

be no net force exerted on the particle [Tsurutani and Lakhina, 1997, p.499]. In that

case, energy must be conserved according to [Walt , 1994, p.126]

dE

dt
=

d

dt

[
1

2
m
(
υ2
⊥ +

(
υ‖ + υp

)2
)]

= 0

∴
1

2
mυ2
⊥ +

1

2
m
(
υ‖ + υp

)2
= constant (A.28)

which maps out a trajectory in velocity space (Figure A.8), that can be contrasted

with the circle that would result from the ∆E→ 0 approximation in the particle

reference frame in order to emphasize the energy exchange that accompanies the

particle diffusion. Namely, as particles diffuse to lower(higher) pitch angles, marked

by greater υ‖(υ⊥), they lose(gain) energy that is transferred to the wave, resulting

in its amplification(damping) [Schulz and Lanzerotti , 1974, p.68]. The circumstance

considered thus far, in which the wave velocity is Doppler-shifted up to exactly match

the cyclotron frequency, is the first-order (l= 1), normal-mode (k‖υ‖> 0) of a more

general electron cyclotron resonance condition for which [Schulz and Lanzerotti , 1974,

p.69]

ω + k‖υ‖ = lωce for l = +1,+2, . . . (A.29)
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Figure A.8: Particle momentum trajectories in normalized velocity space due to
cyclotron-resonant wave interactions for various initial energies. These represent
first-quadrant portions of the circles defined by (A.28), which are centered at −υp on
the x-axis. Tracing any representative confirms that particle energy decreases with
decreasing pitch angle. After [Schulz and Lanzerotti , 1974, p.68].

The case in point, normal mode resonance, most commonly occurs near the equator,

where the minimum in ambient field (minimum ωce) minimizes the particle energy

(minimum υ‖) necessary for resonance with a particular wave frequency according to

(A.29).23 Additionally, since the slope of B0 is nearly constant at the equator (cf.

Figure 1.7), quantities in (A.29) that depend on B, including ωce (via (A.7)) and

υ‖ (via (A.16) and the conservation of energy) do not change appreciably over large

distances, maximizing the extent of the resonant interaction region. In contrast to

bounce resonance, normal mode cyclotron resonance preferentially impacts particles

with small pitch angles (large υ‖), which accommodate lower wave frequencies [Schulz

and Lanzerotti , 1974, p.70]. For these reasons, such “wave-particle interactions will

23As noted previously, radiation-belt fluxes are larger for particles of lower energy. So, at the
geomagnetic equator there are more particles with the minimum required resonant energy than at
any other latitude [Tsurutani and Lakhina, 1997, p.496].
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be most intense at the equator” [Tsurutani and Lakhina, 1997, p.496].

A.3.3.2 Anomalous Scattering

For k‖ ·υ‖>0, meaning the particle and wave stream in the same direction along the

field line, (A.29) admits an ‘anomalous’ resonance mode in which the wave frequency

is Doppler-shifted down to ωce as the particle overtakes it.24 This mode is ‘anomalous’

because the wave polarization appears reversed to the overtaking particle, so in order

for the perceived wave vector to ultimately appear stationary, the wave must initially

begin with polarization opposite to that of the particle [Tsurutani and Lakhina, 1997,

p.497]. Thus, electrons in this mode interact with left-handed waves, for which the

sign of ω′ in (A.24) flips such that (A.29) becomes25

− ω + k‖υ‖ = lωce for l = +1,+2, . . . (A.30)

Requiring much higher energy particles, anomalous resonance typically occurs only

for relativistic electrons, increasing their pitch angle and damping the wave in the

process [Schulz and Lanzerotti , 1974, p.72].

A.3.3.3 Electrons versus Ions

The above electron-centric discussion pertains equivalently to positive ions as well,

leading to versions of (A.29) and (A.30) in which ωce→ωci, but l < 0. For normal

mode resonance, ion solutions require waves with left-handed angular rotation, which

negates all the terms on the left-hand side of (A.29) (as was done for the electron

anomalous mode), such that it reduces to

− ω − k‖υ‖ = lωci for l = −1,−2, . . . (A.31)

24For electrons, the right-hand side of (A.29) is always positive, so the anomalous mode
necessitates that k‖υ‖>ω, or υ‖>υp, which results in the particle outstripping the wave.

25Recall that all scalar quantities in (A.29)–(A.33) are treated as positive. So, the signs of (A.29)
must be manipulated for the anomalous-mode geometry to arrive at (A.30) as follows: first, negate
the left-hand side of the former to reflect a counter-clockwise ω′; then, invert the sign of the second
term on the left-hand side to account for the counter-streaming geometry here, according to whose
vector representation k‖ · υ‖>0.
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Similarly, (A.30) can be adapted to the case when ions (l<0) experience an anomalous

resonance while overtaking (k‖ · υ‖>0) right-handed waves (ω′>0),

ω − k‖υ‖ = lωci for l = −1,−2, . . . (A.32)

Combining (A.29) through (A.32) yields a general resonance condition applicable

to both particle types (through a generic ωc) and streaming orientations,

± ω + k‖υ‖ = lωc for l = +1,+2, . . . (A.33)

in which all scalars are positive, with the leading plus(minus) sign pertinent to the

directionality and speed relationships of the normal(anomalous) mode. The cyclotron

harmonic modes (l > 1) behave similarly to the parallel propagation case heretofore

explicated, and are primarily responsible for wave damping, but are only manifest

for oblique waves (k⊥ 6=0) whose elliptical polarization and anisotropic phase velocity

project a k‖ capable of a sufficiently large Doppler-shift [Schulz and Lanzerotti , 1974,

p.72], [Walt , 1994, p.130].26

Due to the inverse mass dependence in (A.25b), the ion cyclotron resonances

captured in (A.31) and (A.32) result in much less ∆αυ than their electron counterparts

for waves of nominal power spectral density. Without sufficient energy for pitch-angle

scattering, interactions with these left-handed ion cyclotron waves “are probably not

important for equatorially mirroring protons” [Lyons , 1979, p.151]. Since, “pitch-

angle diffusion is not known to play an important role in establishing the observed flux

profile of outer-zone protons” [Schulz and Lanzerotti , 1974, p.193], the corresponding

26The special case of l= 0 (υ‖ =υp) is known as the Landau resonance and results in a particle’s
energy (p‖) diffusion in response to an e‖ that appears nearly constant. Predominantly associated
with θk' 90◦, since such waves transmit most of their energy in e‖, and independent of the phase
relationships in the perpendicular plane, it permits the acceleration(deceleration) of the particle
when the e‖ oscillations are nearly synchronized with(against) the particle velocity [Lyons, 1979,
p.143]. Particles whose υ‖ is slightly below(above) υp are accelerated(decelerated) until they are
in resonance, damping(amplifying) the wave by gaining (losing) energy from(to) it. The classic
analogy for the first case is that of a slow-moving surfer gaining enough energy to be accelerated to
the speed of underlying wave [Bortnik , 2004, p.46–47]. For any point υp in a Maxwellian particle
energy distribution, there are always more particles with υ<υp, so Landau damping dominates over
growth, making it the most common loss process in a collisionless plasma [Tsurutani and Lakhina,
1997, p.491].
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ion cyclotron waves are not germane to this study.

A.3.3.4 Scattering versus Diffusion

The deterministic interaction between an electron and a single-frequency wave can

be extended to that of a phase-averaged particle distribution and an incoherent wave

packet spread over a band of k‖ (and thus ω) through diffusion theory.27 Such an

approach, which constitutes stochastic pitch-angle diffusion rather than deterministic

pitch-angle scattering, explains the wave-particle interactions between distributions of

trapped electrons and broadband whistler-mode waves such as hiss and chorus (rather

than the narrowband whistlers treated above) [Lyons , 1979, p.146]. In particular,

such encounters drive a non-Maxwellian favg that is anisotropic with respect to αυeq ,

due to an empty loss cone, toward an equilibrium pitch-angle distribution such that

the free energy released as p⊥ is converted to p‖ according to Figure A.8 leads to wave

growth [Schulz and Lanzerotti , 1974, p.68–69].

The link between wave growth(damping) and the diffusion of particles into(away

from) the loss cone, as evidenced by their concomitant precipitation(trapping), is

fundamental to regulation of the radiation-belt fluxes [Kennel and Petscheck , 1966]

and lies at the heart of this research.

27The required mathematics are beyond the scope of this text, but are artfully derived by Walt
[1994, p.122–128].
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Appendix B

Plasma Wave Instruments

This appendix offers a survey of the plasma wave instruments aboard the satellites

listed in Table 1.2, with particular emphasis on the plasma wave receivers carried

therein. Enumerating their relevant properties, such as bandwidth, dynamic range,

gain, power dissipation, and sampling rate, teases out trends in the historical evolution

of their capabilities that both motivate the establishment of and provide context

for the specifications of the target wideband receiver summarized in Figure 1.22.

In addition to aggregating and cataloging the published performance of these

instruments, the attendant benefits of which are many, this Appendix contains a

selected bibliography of that literature to facilitate the continued evaluation of this

inventory by future researchers.

By no means exhaustive in covering nearly half a decade worth of astronautic

endeavors by researchers around the world, the limited scope of this survey merits

some preliminary remarks. As plasma wave receivers provide information valuable

to a variety of space experimentation and communication missions, they are

nearly ubiquitous aboard spacecraft deployed for such purposes. However, for the

geophysical research at issue here, it suffices to consider only satellites intended

for exploration of naturally occurring magnetospheric wave phenomena between the

extremely low frequency (ELF) and high frequency (HF) bands, covering 3 Hz to 3

MHz. Secondly, in accordance with the goal of advancing the measurement of plasma

wave AC electric fields in this research (cf. Section 1.2), the litanies in Section B.1

513
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omit antennas and electronics only capable of sensing magnetic fields.1 Finally,

for practical reasons, only instruments with sufficient published matter in English-

language journals are cited, a choice which biases the results toward larger projects

of American origin.

Section B.1 registers the properties of the various flown examples of the three

canonical plasma wave receiver architectures; not only their electronic components,

but also their dipole antennas, with the latter assisting in the interpretation of the

former. The references from which the data in this section is culled are keyed to the

bibliography in Section B.2.2

B.1 Hardware Surveys

Each of the sections below tabulates the properties of a specific hardware component

pertaining to previous plasma wave receivers.3 In Section B.1.1, a companion to

Table 1.2 extends the description of each of the satellites in question, identifying

the relevant instrument payloads and providing an index into the bibliography of

Section B.2 corresponding to each instrument. To inform the discussion of antenna

impedance in Section 3.1.4, the parameters of the electric dipole antennas for

representative satellites, including the expected impedance matching between their

sheaths and preamplifiers, is included in Section B.1.2. Finally, the key specifications

of the receiver electronics for each instrument are documented in the subdivisions of

Section B.1.3.

1This especially restricts which of the satellite antennas are documented in Section B.1.2. Since
it is common to fly both electric and magnetic field sensors, many of the satellites in Table 1.2 also
contain the latter in the form of air-core loops and search-coil magnetometers whose details have
been omitted. However, for reference, [Ficklin et al., 1965; Rorden et al., 1966] and [Gurnett et al.,
1978; S-300 Experimenters, 1979], respectively, describe the construction and performance of those
with the most heritage.

2Since it is incompatible with that used in the main bibliography of the dissertation, the citation
convention adopted in Section B.1.1 demands that the bibliography in Section B.2 duplicate some
entries from the former.

3As noted in Section 1.2.2, modern satellites rely heavily on software for in-flight processing,
identification, reduction, compression, and encoding of large data volumes. Although references to
these critical receiver components are noted in Table B.1 where applicable, their treatment in any
depth is not relevant to the analog front-end of the target receiver.
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B.1.1 Instruments

Although Table 1.2 describes the orbital, mechanical, and telemetric properties of the

satellites to be considered here, space does not permit it to fully identify each entry,

nor its constituent instrumentation; thus, Table B.1 augments its columns. For each

satellite from Table 1.2,4 it provides the full name as well as the sobriquet common in

the literature, if any. In the absence of an international naming standard, confusion

may remain; to alleviate this, the identifier assigned to each spacecraft by the North

American Aerospace Defense Command (NORAD), dubbed the NORAD ID and

denoted NID, is also included. Where applicable, references that address aspects

of the spacecraft construction, orbit, and mission objectives required to populate

associated tables in this dissertation are provided in the Ref. column.

Each satellite carries one or more plasma wave instruments that may, in turn,

contain one or more wave receivers; each such receiver consists of one more antenna

systems and associated electronics packages that are subsequently explicated in

Section B.1.2 and Section B.1.3, respectively. To map the entries of the tables in

these Sections to their host spacecraft, Table B.1 defines an abbreviated moniker

for each wave instrument.5,6 In addition, it lists the name and institution (be it

educational, industrial, or governmental) of the principal investigator responsible

for its development.7 This information can not only aid in further searches for

literature on a particular instrument but, when coupled with the name (in the Lineage

column) of the satellite whose wave instrument is the most recent forerunner of that

in question, can also assist in tracing the heritage of modern cognates to the target

4One entry, OGO 6, has been omitted as result of insufficient documentation. However, it is
well-represented by the remaining polar OGO satellites (OGO 2 and OGO 4).

5In an exception to the practices enacted throughout the rest of this document, these
abbreviations and those of the host institutions (cf. Footnote 7) are not explicitly defined. But,
since the full names of the instruments are irrelevant to the tabulation of their performance, these
acronyms can simply be treated as atomic identifiers.

6The complexity of more recent payloads has necessitated individual names for the receivers
comprising each instrument, which proves useful given the receiver classification system at work
here. Such receiver designators are provided in the table notes, since the main entry pertains only
to the collective instrument.

7The convention for rendering institution names assumes familiarity with the key players,
particularly universities in the United States and England. For foreign participants, the abbreviated
country of origin provides a clue as to decoding the acronym which is not defined here.
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receiver. The final column indicates recommended references for each instrument

from the selected bibliography.
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B.1.2 Antennas

Typically, each of the receivers that comprise the wave instruments in Table B.1 can

be connected to one or more of the spacecraft antennas via a wide analog multiplexer

(e.g., [Gurnett et al., 1995, p.607]). For measurements of the wave electric field, the

preferred antenna selection is a long cylindrical monopole or dipole,8 rather than

a Langmuir probe,9 on account of the lower noise and higher, more reliable gain

associated with such a structure.

To appreciate these advantages, recall from Section D.1.3 that in the low-frequency

limit (f� fpe) the differential impedance, Za(ω), of an electrically short cylindrical

dipole antenna of arm length La and radius ra is dominated by that of its sheath,

whereas well above the plasma frequency it reverts to an almost purely capacitive

impedance, as in free space; or, distilling (3.16) through (3.18) for convenience:

Za(ω) =


RS

1 + jωRSCS

, f � fpe

1

jωCA

, f � fpe

(B.1)

As physical intuition would suggest, these same expressions hold for a spherical

double-probe. Additionally, since the sheath resistance is inversely proportional to

surface area for both antennas (cf. Section D.1.1.3), their geometry only discriminates

them according to the values of the sheath (CS) and free-space (CA) capacitances

in (B.1), whose definitions in Table B.2 have been culled from Section D.1.1 and

8Although many satellites use single-ended amplifiers to measure the potential of individual
antenna elements (including Ulysses, Cassini, and STEREO), such examples do not truly constitute
monopoles because the spacecraft itself, acting as a finite ground plane, serves as the second element
to which each potential is referenced [Gurnett , 1998, p.123]. True monopoles [Scarf et al., 1968]
have not been flown in recent years since, unlike their differential counterparts, they are directly
couple noise generated by the spacecraft itself into the measured signal [Gurnett , 1998, p.123].

9A spherical double-probe or Langmuir probe, consisting of two metal spheres mounted at the
opposing ends of a long boom, is more commonly deployed for DC electric field measurements.
By measuring the potential difference between the spheres as a result of their bias voltage and
the accompanying currents exchanged with the surrounding plasma, the probe can be used to
determine the density, temperature, and potential of the plasma; the latter, relative to charge
at infinite distance, describes the DC or slowly varying component of ambient electric field. For
theoretical background on this technique as well as an example of its application on DE 2, the
reader is recommended to [Mozer , 1973] and [Maynard et al., 1981], respectively.
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Capacitance Cylindrical dipole Spherical double-probe

Sheath
πε0La

ln(λD/ra)
2πε0ra

(
1 +

ra

λD

)
Free-space

πε0La

ln(La/ra)− 1
2πε0ra

Table B.2: Limiting capacitances for dipole and double-probe antennas.

[Gurnett , 1998, p.126].10 When comparing the columns, recognize that capacitances

of the spherical double-probe depend only on the radius of the spheres (2 cm≤ ra≤
10 cm) not their separation (0.6 m≤La≤ 130 m). On account of their filamentary

character, with La/ra ratios on the order of 104–105 for average lengths (3 m≤La≤
100 m) and radii (1 mm≤ra≤ 10 mm), dipoles thus tend to exhibit much larger CA

and CS.

From this pronounced discrepancy, three distinct advantages of the dipole antenna

emerge. First, recall from Section 3.1.4.2 that for ideal voltmeter operation, the net

load impedance, ZL(ω), must remain much larger than Za at all frequencies. The

larger capacitance of the dipole can thereby tolerate larger Cstray and Cin [Gurnett ,

1998, p.125].11 Secondly, for representatives of the two antenna types whose total

surface areas are comparable, the higher CS of the dipole results in a lower transition

frequency; that is, its impedance is capacitive over more of the low-frequency regime.12

10Here the generic Debye length λD can represent either that of a photoelectric or positive-ion
sheath, depending on the antenna floating potential. In either case, steady-state assumptions allow
it to serve as the equilibrium sheath radius in the low frequency limit.

11As discussed in Section 3.1.4.1, The capacitive portion of ZL(ω) is typically dominated not by
that of the amplifier input transistors (Cin) but by contributions from the stray capacitance between
the antenna element and the spacecraft body (Cbase) and that of the mechanics connecting it to
the receiver (Cms), particularly the capacitance per unit length of the coaxial cable (Cc). Since the
parameters of these elements are either difficult to estimate or highly constrained by aeronautical
mechanics, the eased Cstray requirements of a high-capacitance dipole are especially appreciated by
system designers.

12In light of higher transition frequency of Langmuir probes, the astute reader might question their
predominant application to low-frequency and DC plasma measurements, as noted in Footnote 42
of Chapter 1. The seeming inconsistency is resolved with the realization that for such applications,
it is common to adaptively bias the antenna with a DC current that increases the influx of plasma
carriers, thereby decreasing RS (cf. (D.9) of Section D.1.1.3), often by several orders of magnitude,
as from ∼ 1 GΩ to ∼ 10 MΩ in the work of Bonnell et al. [2008]. Although this actually increases
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Since its larger capacitance is only beneficial to the gain of the input voltage divider

when the latter is dominated by reactance, the lower transition frequency of the

dipole translates to high gain over a wider swath of the signal bandwidth. The

tendency for CS to dominate RS over the most of the low-frequency regime offers an

additional advantage for the dipole—since RS can vary substantially with antenna

location and orientation, due to plasma current fluctuations, whereas CS is less

sensitive to plasma parameters than geometry, its Za(ω) demonstrates less variability

relative to ZL(ω), decoupling its gain from plasma conditions [Gurnett , 1998, p.127].

Finally, the smaller dipole capacitances present a lower impedance to the unwanted

currents generated at the LNA input by the thermal and shot noise of both the plasma

itself (cf. Section 3.1.3.2) and the electronics (cf. Section 3.1.3.3). This results in an

input-referred noise voltage that can be 20–40 dB lower than that of a double-probe

[Gurnett , 1998, p.130].

On account of these advantages, long cylindrical dipoles are the de facto standard

for differential sensing of voltages induced by wave electric fields. But, occasionally

mission constraints dictate the use of monopoles and/or spherical double-probes [Bale

et al., 2008, p.533]. Thus, Table B.3 presents the mechanical properties of all three

types, particularly their tip-to-tip length, LTT, and active element diameter, dA.13 as

well as the electrical impedances ZA, ZS, and ZL, where available.14,15

the transition frequency, it sufficiently reduces RS so as to maintain voltmeter operation (Rin�RS)
in the face of fluctuating plasma currents [Mozer et al., 1979].

13Note that interpretation of these quantities varies with antenna type: for dipoles, LTT =2LA'
2Leff and dA is the filament diameter; for double probes, LTT = 2LA'Leff and dA is the diameter
of the spheres; and, for monopoles, LTT =LA'2Leff and, again, dA is the filament diameter.

14As per the convention herein, such quantities should be measured differentially; but, such an
approach is not universal. Since reported antenna and amplifier impedances rarely specify this
property, relative factor-of-2 ambiguities in the values below must be tolerated.

15Entries whose CL seems suspiciously low reflect instances in which only the contribution from
Cin, not Cstray, was reported. This phenomenon accounts for the wide range of values in the final
column of the table, though its occurrence is not explicitly denoted here. Instead, Section 3.1.4.3
provides a complete breakdown of CL for notable entries.
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B.1.3 Electronics

For comparison with the performance of the target wideband receiver depicted in

Figure 1.22, this section inventories the key specifications of the analog electronics

within each of plasma wave instruments listed in Table B.1. Since these instruments

are comprised of one or more receivers that embody the fundamental architectures of

Section 1.2.1, the litany is segmented accordingly.16 However, just as for the preceding

subsections, the scope of the subsequent tables in terms of their entries and properties

is constrained for practical reasons; scilicet, a finite amount of time to search and

space to synopsize the results. Not only is it difficult to obtain a comprehensive

description of each instrument’s specifications but, given their individuality, the task

of assimilating what can be obtained into a unified format is similarly unfeasible.

Thus, a few words about the summary conventions and terminology of these tables

are in order.

First, contrary to the abridged representations in the coverage maps of Figure 1.15,

Figure 1.17, and Figure 1.19, most receivers do treat the entirety of the frequency

range as a whole. Instead, this full bandwidth (BW) is portioned into a series of

divisions, within each of which the receivers employ their characteristic strategies

(e.g., an instrument might contain two MSAs, one covering 1–10 kHz and the other

10–100 kHz, so that the total bandwidth of 1–100 kHz is handled as two separate

divisions, perhaps with different frequency resolution). For a particular instrument,

then, each receiver of a given type occupies a single entry in the table, with each row

of that entry denoting the specifications for one of its divisions. Whether the outputs

of all divisions are sampled serially or simultaneously varies between instruments, but

the given sampling rate is the maximum cumulative rate shared across all divisions,

unless otherwise stated.

16Since the tripartite simplification of receiver classes cannot neatly encompass all existent
instruments, this codification of a given instrument’s subsystems is admittedly arbitrary. It
is especially unsuitable for highly flexible or largely digital topologies, where there exists little
resemblance between the actual hardware and the functional blocks of the canonical architectures.
In such cases, every attempt has been made to perform a best fit between the philosophies of the
two regarding the range and resolution trade-offs in frequency, power, and time so as to ultimately
classify the former according to its conceptual approach to signal acquisition. This can result in
different ’modes’ of the same receiver being cataloged under different architectures.
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Secondly, the receivers often measure wave quantities besides simply the RMS

amplitude, including phase, frequency, maximum amplitude, minimum amplitude,

mean amplitude, and especially for WBRs, samples of the voltage waveform. Such

variations are indicated on a case-by-case basis so that the measured quantity can

be assumed to be RMS amplitude unless noted. Furthermore, as discussed in

Section 1.2.1.1, most receivers use logarithmic compression, in either the analog or

digital domain [Ergun et al., 2001, p.82], to represent the measured numbers in fewer

bits. However, certain exceptions, particularly among the WBRs, capture the voltage

waveform on a linear scale, either by modulating it directly onto a telemetry subcarrier

or sampling it with a high-rate ADC. Thus, in addition to indicting the measured

quantity, the amplitude column denotes its scale (scl.) as either linear or logarithmic.

This column also distinguishes between the instantaneous and total dynamic range

(DRI and DRT, respectively) as defined in Section 1.2.1.1, with the former denoting

that achievable at any particular gain setting and the latter the effective span in

power afforded by considering all such settings in the aggregate. Both are the quoted

maxima over all bandwidth divisions and gain settings of the instrument.

Finally, for each receiver the default back-end is assumed to consist of an ADC

(and, optionally, a digital compression algorithm) with the resolution and sampling

rate given in the corresponding columns.17 However, if the conversion resolution is not

available, the resolution column is alternately used to encode the storage format as

either analog (A) or digital (D).18 Finally, for early receivers with neither samplers nor

on-board storage, the back-end column is used to indicate the modulation scheme, by

which the measured quantity was applied to the telemetry subcarrier(s)—amplitude

(AM), frequency (FM), or phase (PM).

17When expressed in number of bits, the resolution includes the effect of any compression and
may therefore be less than the number of bits generated by the converter.

18Early receivers employed magnetic tapes for storing both analog and digital representations
of measured quantities, whereas their modern counterparts rely on solid-state storage that only
accommodates the latter format, first deployed aboard FAST [Ergun et al., 2001].
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B.1.3.1 Sweep Frequency Receivers

Table B.4 summarizes the bandwidth, amplitude, and back-end specifications for the

divisions of each SWR embedded within the instruments of Table B.1. In addition,

it encapsulates the specifics of the frequency sweep in terms of:

• Steps : The number of individual frequencies synthesized by the LO.

• Size: The distance between frequency steps. For linear(logarithmic) sweeps the

step size is given in Hz(%).

• RBW : The resolution bandwidth defined as the spectral width centered on each

frequency step within which signal power is integrated to arrive at the amplitude

measurement.

• Cycle: The minimum time required to generate a complete spectrum by

performing a sweep through all the frequency steps.
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B.1.3.2 Multichannel Spectrum Analyzers

Table B.5 summarizes the bandwidth, amplitude, and back-end specifications for the

divisions of each MSA embedded within the instruments of Table B.1. In addition,

it encapsulates the specifics of the frequency channels in terms of:

• Channels : The number of parallel filter bands through which the signals within

a division are processed.

• Spacing : The distance between the center frequencies of the channels. For

linearly(logarithmically) spaced channels this is given in kHz(per decade or

octave); in the event of non-uniform spacing, there is one entry for each inter-

channel distance in ascending channel order.

• FWHM : The full-width half-maximum bandwidth of the channel band-pass

filters (BPFs) given either in Hz or as a percentage of the center frequency.
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B.1.3.3 Wideband Receivers

Table B.6 summarizes the bandwidth, amplitude, and back-end specifications for the

divisions of each WBR embedded within the instruments of Table B.1. In addition,

it encapsulates the specifics of their gain settings in terms of:

• Steps : The number of gain settings to which the VGA can be programmed. A

zero value implies a fixed-gain amplifier.

• Span: The minimum and maximum gain settings of the VGA. For a fixed-gain

amplifier, only one number is present.

• Size: The distance between the gain steps, which are assumed to be uniformly

distributed across the span.

• Cycle: The update rate for one cycle of the AGC feedback loop (when this

information is unavailable, n/a is noted). An empty entry indicates the absence

of AGC, in which case the VGA is presumably commandable from the ground.

Unlike the SFR and MSA, here the quoted back-end acquisition rate is not cumulative,

but instead applies to each digital output stream, of which there can be up to one

per division.
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[56] Häusler, B., Melzner, F., Stöcker, J., Valenzuela, A., Bauer, O. H., Parigger,

P., Sigritz, K., Schöning, R., Seidenschwang, E., Eberl, F., Kaiser, K.-H., Lieb,

W., Merz, B., Pagel, U., Wiezorrek, E., and Genzel, J. P. “The AMPTE IRM

spacecraft”. IEEE Transactions on Geoscience and Remote Sensing, vol. GE-23,

no. 3, pp. 192–201, May 1985. doi:10.1109/TGRS.1985.289513.

[57] Hayakawa, H., Okada, K., Ejiri, M., Kadokura, A., Kohno, Y.-I., Maezawa,

K., Machida, S., Matsuoka, A., Mukai, T., Nakamura, M., Nishida, A., Obara,

T., Tanaka, Y., Mozer, F. S., Haerendel, G., and Tsuruda, K. “Electric field

measurement on the Akebono (EXOS-D) satellite”. Journal of Geomagnetism

and Geoelectricity, vol. 42, no. 4, pp. 371–384, March 1990.

[58] Helliwell, R. A. and Angerami, J. J. “Final report for experiments A17 (OGO

1) and B17 (OGO 3)”. Contractor Report NASA-CR-110716, The Radioscience

Laboratory, Stanford University, Stanford, CA, June 1968.

[59] ———. “Final report for experiments C02 (OGO 2) and D02 (OGO 4)”.

Contractor Report NASA-CR-110658, The Radioscience Laboratory, Stanford

University, Stanford, CA, July 1969.

[60] Hoffman, R. A., Hogan, G. D., and Maehl, R. C. “Dynamics Explorer spacecraft

and ground operations systems”. Space Science Instrumentation, vol. 5, no. 4, pp.

349–367, December 1981.

[61] Hoffman, R. A. and Schmerling, E. R. “Dynamics Explorer program: an

overview”. Space Science Instrumentation, vol. 5, no. 4, pp. 345–348, December

1981.
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Appendix C

Radiological Physics

This appendix provides an overview of the physical mechanisms by which radiation

engenders the transistor-level effects that form the subject of Chapter 2, beginning

with the fundamentals of its solid-state interactions. The degree of interaction of

energetic particles or photons with matter is a function of their composition, mass,

velocity, and incidence rate, not to mention the material properties. In general, as

fermions or bosons move through bulk matter in, say, the x-direction, the energy

(E) they lose through a variety of mechanisms, including scattering, is said to be

deposited in the material at a rate of dE/dx, in MeV/cm [Holmes-Siedle and Adams ,

2002, p.61].1 Quantified as the absorbed dose, the total deposited energy found by

integrating dE/dx over the path through the sample can fuel three basic processes

within the target material, delineated by the relationship between the energy of the

incident radiation and the strength of the bonding forces in the target atoms.

The weakest of these forces, the electromagnetic force which binds electrons to the

nucleus, is subject to disruption by all types of radiation, but particularly charged

particles (i.e., protons and electrons) and photons [Tribble, 2003, p.167]. In fact, it

takes only a few eV (specifically, 18± 3 eV in the case of SiO2 [Ausman and McLean,

1Conventionally, −dE/dx describes the particle’s energy loss per unit path length, known as the
linear stopping power. However, it is assumed that all the energy lost by the particle takes part in
material interactions, resulting in bond breaking and/or energization of sub-atomic particles near
the particle track, as discussed in Section C.1.2.1. Hence, dE/dx is equal to the energy deposition
into the target over the course of the particle trajectory.
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1975]) to liberate an electron (e−) and, in its absence, leave behind an electron hole

(h+) in the valence band. This formation of an e−−h+ pair constitutes ionization

damage and requires so little energy (an ionization energy of 17 eV in SiO2)2 as to

render the incident radiation, aptly classified as ionizing radiation, the most common

variety.

Disrupting the bonds between atoms in the target matter requires more energy

than ionization, since the stronger electromagnetic forces between neighboring nuclei

and electron clouds must be overcome in order to displace a lattice atom. However,

as opposed to photons, electrons, or low-energy protons, more massive particles such

as heavy ions, as well as energetic protons and neutrons [Tribble, 2003, p.167-168],

can impart enough energy to create such a displacement by knocking an atom off its

lattice site and into an interstitial (I) space, leaving behind a vacancy (V) and forming

a Frenkel defect pair (V−I). In contrast to the previous case wherein free carriers are

produced, the causative dose is provided by so-called non-ionizing radiation.

The third and least common phenomena, nuclear activation, requires collisions

with incident particles of such high mass (or energy) as to overcome the strong nuclear

force between the nucleons of a target atom, thereby injecting or removing a baryon

and changing the atom’s mass number. Being unstable, the resultant atom decays

radioactively, rendering the target material ‘activated’ [Holmes-Siedle and Adams ,

2002, p.61]. Since the secondary ionization and displacement damage that result

from the dose imparted by the products of this decay are not significant compared to

that of the primary dose [Holmes-Siedle and Adams , 2002; Tribble, 2003, p.167,p.101],

the underlying physics of induced radioactivity are omitted here.3 Rather, Section C.2

2Although the theoretical prediction of the e−−h+ pair production energy in SiO2 offered by
[Ausman and McLean, 1975], namely 18 eV, has been experimentally confirmed is generally cited,
more precise measurements reported in [Benedetto and Boesch, 1986] put the value of the ionization
energy at 17± 1 eV.

3Despite its small contribution, nuclear activation is certainly part of the radiation environment
in question. Indeed, energetic protons in the inner radiation belt, as well as GCRs [Holmes-Siedle
and Adams, 2002, p.101], have sufficient energies to induce radioactivity both in the silicon die itself
and the packaging materials, as has been previously demonstrated on a number of spacecraft [Dyer ,
1980]. However, as noted in Chapter 2, GCRs are not considered in this treatment on account of
their orbit-dependent variability (neither are neutrons, the degree of activation by which is strongly
dependent on their spectrum). Furthermore, protons are only a third as efficient as GCRs in inducing
radioactivity and can be more easily shielded [Holmes-Siedle and Adams, 2002, p.101]. Whereas the
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and Section C.3 summarize the physical ramifications of the ionizing and non-ionizing

components of the radiation, respectively, prefaced by the radiological definitions

provided for consistency in Section C.1.

C.1 Dosimetry

The science of measuring the absorbed dose delivered by a particular radiation

exposure, known as dosimetry, provides a valuable framework for quantifying the

radiation environment in the Van Allen belt, facilitating both the derivation of

radiation specifications for SVEPRE and the validation of its performance at

terrestrial facilities designed to simulate that environment. Since modern dosimetry

reflects convergent evolution through both biological and aerospace lineages (the

former as a product of classical science, the latter arising out of space and military

applications),4 it is useful to review the subset of the field that pertains to the ASIC

in this work, with emphasis on the forms of radiation and energy deposition germane

to latter.

C.1.1 Radiation Types

As noted at the outset of Chapter 2, the dose absorbed by spacecraft electronics

in the radiation belts is dominated by energetic particles. Historically, these

were categorized in ascending order of penetrating capability as alpha, beta, and

gamma radiation and, though these distinctions prove insufficient in light of modern

particle physics behind nuclear decay can be ignored on account of these factors, and whereas the
ionizing and non-ionizing dose from its secondary radiation behave identically to that from the
inducing radiation, and are therefore covered by Section C.2 and Section C.3, respectively, it should
be noted that this radioactivity influences the choice of materials, particles, energies, and exposure
times used during radiation testing (cf. Section 6.4.1).

4Although historically construed to cover only the interactions between ionizing radiation and
organic materials, stemming from its radiobiological origins, dosimetry in this context is expanded
to include both non-ionizing radiation and crystalline solids. In addition, aside from the cursory
discussions of ion chambers in Section I.1.1.3 and Section I.2.1.2, a discussion of the many dosimetric
techniques and dosimeter variations lies outside the scope of this work. For such review, especially
as it pertains to radiation testing of ICs, a detailed treatment can be found in Chapters 12–16 of
[Attix , 1986] and a comprehensive bibliography in Appendix D of [Holmes-Siedle and Adams, 2002].
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understanding, they serve as a useful outline [Tribble, 2003, p.153].

C.1.1.1 Alpha Particles

Usually ejected from the decay of nuclei with high mass number, alpha particles

are helium nuclei (He2+) capable of strongly ionizing matter on account of their

charge state and high energy, typically 5 MeV. A significant component of GCRs,

their large mass(charge) results in frequent nuclear(Coulombic) interactions within

the target material, yielding low penetration distances, typically 23 µm in Si (at 5-

MeV) [Holmes-Siedle and Adams , 2002, p.3] and 70 µm in human skin (at 7.5-MeV)

[Lide, 2008, p.16–46].

C.1.1.2 Beta Particles

Electrons and their antimatter counterparts (positrons) constitute beta particles,

which are much less ionizing and have much deeper penetration ranges than alpha

particles since they are significantly smaller (e.g., an energy of just 7-keV is required

to penetrate the skin [Lide, 2008, p.16–46] while a 1-MeV electron can travel nearly

1 cm in Al). Although the trapped energetic electrons prevalent through both of the

radiation belts are of primary concern, electrons(positrons) can also be emitted during

the beta decay of nuclei with excess neutrons(protons), and are often liberated with

high velocity as secondary radiation during photonic interactions (cf. Section C.2.1.1).

On account of their low mass, energetic electrons are the most likely particles to

approach relativistic speeds, as occurs above approximately 500 keV [Tribble, 2003,

p.173] where there are sometimes dubbed δ-rays [Attix , 1986, p.3]. When electrons

of such an energy are accelerated or decelerated by the strong electric fields near

atomic nuclei of the target material, they frequently must lose additional kinetic

energy in order to conserve momentum through the deflection. This results in the

emission of photons with a continuum of energies in the X-ray portion of the spectrum,

known as Bremsstrahlung or ‘braking radiation.’ Since Bremsstrahlung production is

proportional to Z2 (where Z is the atomic number of the target material), it subverts

the utility of dense shielding materials in the radiation belts by generating deeply
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penetrating secondary photons that, as evident in the next section, are often more

damaging than the primary beta particles [Holmes-Siedle and Adams , 2002, p.395].

C.1.1.3 Gamma Rays

The most penetrating form of radiation consists of massless, high-energy photons

often interchangeably identified as gamma rays (γ-rays) or X-rays.5 Unaffected by

electrostatic forces, a beam of such photons penetrates the target in a straight line

until impinging upon a nucleus, where one of three types of interactions may occur,

depending upon the photon energy (cf. Section C.2.1.1).

Each of these mechanisms (k=1, 2, 3) absorbs a fraction of the number of incident

photons np with a probability governed by the effective interaction cross-section for

its photon energy threshold, σk, and the target number density, N . The sum of these

cross-sections,
∑
σk =σt, determines the photon absorption probability dnp/np at a

particular depth, x, according to [Tribble, 2003, p.173]:

dnp

np

= −Nσtx (C.1)

Thus, the beam intensity, Ip, as a function of target depth x and surface intensity Ipo

can be expressed by integrating (C.1) to arrive at

Ip = Ipoe
−Nσtx = Ipoe

−µmρx (C.2)

where ρ is the target mass density, µm =Nσt/ρ=µ/ρ is the so-called mass attenuation

coefficient [Tascione, 1994, p.11], and µ = Nσt is the mean free path—the average

5The ambiguity between these terms arises from the practical convergence of neighboring
segments of the electromagnetic spectrum historically considered distinct. Initially, γ-rays referred
to the higher energy band with wavelengths of 10−14–10−11 m (3×1019–3×1022 Hz) and energies of
at least 0.1 MeV [Lide, 2008, p.2–46]. Photons in the somewhat arbitrary keV range [Tribble, 2003,
p.173], covering 10−11–10−8 m (3×1016–3×1019 Hz) were known as X-rays. But, with improved X-ray
sources capable of generating ‘hard’ X-rays up to 510 keV, from 3×10−12–10−10 m (318×10−-1020

Hz), and the discovery of ‘soft’ γ-ray sources in the same range, the distinction became blurred [Lide,
2008, p.10–240]. Thus, the commonly accepted modern definitions distinguish the rays by source,
with X-rays resulting from electronic collisions, and γ-rays from nuclear interactions [Holmes-Siedle
and Adams, 2002, p.3].
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distance a photon travels before it first interaction with the target medium [Attix ,

1986, p.187]. Note that the beam intensity decays exponentially, but can never be

completely shielded by a finite thickness of material [Tribble, 2003, p.175].

C.1.1.4 Nucleons and heavy ions

Although they are not products of the radioactive decay described previously,

energetic baryons comprise a significant fraction of the trapped population in the

Van Allen belt (cf. Section 1.1.1) and are a primary source of both ionizing and non-

ionizing radiation hazards. With a mass approximately 1836 times that of an electron

[Lide, 2008, p.1], a proton does not have nearly the same penetration range as an

electron of the same energy, though it tends to travel in a straight line, rather than

deflect through large angles with each bounce, since its momentum is largely retained

during both electronic and nuclear collisions [Tribble, 2003, p.171]. This phenomenon

is evidenced by the aluminum shielding data presented in Figure C.1, which provides

the range for both particles in units of mass thickness that have been normalized to

eliminate the material dependence (g/cm−2).6 With a range of only tens of microns

in Al, a proton comes to rest nearly three orders of magnitude more shallow than

6As with most radiological quantities, range has both a precise definition and a generally
accepted meaning. The agreement between these depends upon radiation type and energy. For
a large population of charged particles (neutrons are excluded since their low interaction probability
invalidates a stochastic treatment [Attix , 1986, p.160]), the range is formally defined as the expected
value of the total path length traversed until coming to rest (i.e., losing all kinetic energy save that
of thermal motion) [Attix , 1986, p.180]; this path can be quite circuitous, especially for electrons.
A related term, the projected range, considers only the extremes of the path and is defined as the
expected value of the farthest depth of penetration in the initial direction [Attix , 1986, p.180]. Due
to backscattering, it is possible that the average resting point of the particle is actually shallower
than its projected range (again, especially for electrons). For a homogeneous photon beam, the
project range computed from the distribution in (C.2) is equivalent to its mean free path, µ, which
is alternatively known as the relaxation length since it describes the depth at which 1/e of the
incident photons are stopped [Attix , 1986, p.187].

In light of these definitions, the distinction between range and projected range can roughly be
construed as one of total path length versus ‘crow-flight’ penetration distance. For heavier particles,
whose elastic deflections are minor, these two quantities approach one another (with the former only
3% larger for protons [Attix , 1986, p.184]) and are often used interchangeably. For electrons, however,
the range typically exceeds the projected range on account of their meandering. Additionally, their
larger span of angular displacements results in a broader range of penetration depths, so that the
maximum of the penetration depth distribution, the maximum range, can far exceed the projected
range, leading to so-called range straggling [Holmes-Siedle and Adams, 2002, p.387].
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Figure C.1: Range of protons and electrons in aluminum. Normalized units eliminate
dependence on ρAl. Reproduced in toto from [Tribble, 2003, p.172]

an electron [Holmes-Siedle and Adams , 2002, p.3]. This discrepancy is even more

pronounced for heavy ions, which are subject to similar physics.

Lacking electric charge, neutrons are the most penetrating nucleon since they

are not subject to electronic interactions. Unlike charged particles and photons,

which are readily absorbed by high Z materials, neutron capture, which results in the

release of γ-rays, is most efficient in low-density, hydrogenous materials [Holmes-Siedle

and Adams , 2002, p.3], though it depends strongly upon the type of target-specific

nuclei involved [Holmes-Siedle and Adams , 2002, p.388]. Atoms such as hydrogen,

are preferable because their mass is closest to that of a neutron, thereby maximizing

the kinetic energy loss per collision [Messenger and Ash, 1992, p.207]. For thermal

(<1 eV) neutrons, water [Holmes-Siedle and Adams , 2002, p.3] and cadmium [Tribble,

2003, p.176] provide good shielding via a large elastic scattering cross-section, whereas

for fast (> 100 keV) neutrons, paraffin [Tribble, 2003, p.176] and iron, which favor

inelastic scattering, are commonly employed.

In this and all subsequent usages, the term range shall actually denote projected range and thus
is synonymous with mean penetration depth, as is the convention [Holmes-Siedle and Adams, 2002,
p.387].
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C.1.2 Radiation Metrics

When a target is illuminated with radiation for a finite period of time, the number

of particles that pass through a unit cross-sectional area, φ, known as the fluence

(in particles/cm2), can be calculated by integrating the fluence rate, Φ, or flux (in

particles/cm2/s) over the exposure duration (in s) [Holmes-Siedle and Adams , 2002,

p.4]. The total energy lost by an incident particle per unit path length traveled in the

target, −dE/dx, is known as the linear stopping power of the material and is given

by:7,8

S = −dE
dx

= Nσstop (C.3)

where the stopping cross-section σstop (in MeV-cm2) gives the probability of removing

a given amount of energy from the particle in a given element of cross-sectional area

[Tribble, 2003, p.171]. Note that, paradoxically, the linear stopping power is typically

associated with the target material, even though it describes only the energy lost by

the incident particle, not that absorbed.

C.1.2.1 Linear Energy Transfer

As discussed at the outset of this appendix, the particle’s lost energy fuels three

different processes,9 making the total linear stopping power the sum of: electronic

stopping power (due to inelastic collisions with electrons), nuclear stopping power

(due to elastic nuclear collisions), and activation stopping power (due to inelastic

nuclear collisions that induce radioactivity). Denoting these with the subscripts e, n,

7Although stopping power typically applies only to charged particle radiation, the generalized
notion of stopping power for all particles is invoked here.

8See Footnote 1 for further clarification
9Often a fourth term, radiative stopping power, is employed to account for Bremsstrahlung and

Cherenkov radiation emitted by high-energy electrons during nuclear interactions. For the purposes
of this treatment, it is sufficient to lump this behavior into the activation stopping power, since it
results in the production of photons through inelastic processes in the vicinity of target nuclei.
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and a, respectively, (C.3) can be expanded as:

S = Se + Sn + Sa

= −dEe

dx
− dEn

dx
− dEa

dx

= N (σstop,e + σstop,n + σstop,a) (C.4)

Of the energy lost through Se, that which is subsequently deposited in the material

is deemed the linear energy transfer (LET). It is represented by Le and quantifies

the ionizing component of the incident radiation [Holmes-Siedle and Adams , 2002;

Tribble, 2003, p.107,p.177].10 By analogy, Ln captures the linear transfer of non-

ionizing energy to the material, dubbed the non-ionizing energy loss (NIEL) [Holmes-

Siedle and Adams , 2002; Tribble, 2003, p.72,p.177].11 In both cases, the lost and

deposited energies per unit length can be normalized by the target material density,

giving rise to the mass stopping power and mass linear energy transfer, which are

identified with an additional m subscript and related as:

Lm,e = −Sm,e =
1

ρ

dEe

dx
=
N

ρ
σstop,e =

µe

ρ
= µm,e (C.5a)

Lm,n = −Sm,n =
1

ρ

dEn

dx
=
N

ρ
σstop,n =

µn

ρ
= µm,n (C.5b)

Note that in (C.5a) and (C.5b), mass stopping coefficients µm,e and µm,n have been

defined by analogy with the mass absorption coefficient for photons,12 µm in (C.2),

10LET is a measure of localized ionization, so it technically ignores those freed electrons with
sufficient kinetic energy to depart from the vicinity of the ionizing track, that is, δ-rays with E(δ) ≥
E∆, for some E∆. The ionizing energy actually deposited in the material is then given by Ee−E(δ),
so that Le <−Se. However, as discussed in Footnote 1, it is assumed in this work that E∆→∞,
so that Le and −Se can be considered equivalent, which is akin to equating the LET with the
unrestricted, rather than restricted, stopping power [ICRU , 1998, p.11].

11The use of the term loss is an unfortunate historical artifact, since NIEL describes the deposited
energy, and therefore Ln is related to Sn as Le is to Se. Incidentally, the analogy can be extended
to consider the linear transfer of activation energy, La, but, as justified in the introduction to
Section C.1, this term is omitted from further consideration.

12Just as for an incident particle, where L represents the fraction of the energy lost via S that
is locally deposited in the target, a similar distinction is made for photons. In that case, the mass
energy transfer coefficient µm,tr =µtr/ρ describes the fraction of the energy lost through attenuation
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though they are expressed in units of MeV-cm2/mg.13

C.1.2.2 Absorbed Dose

Integrating the total per-particle L over the fluence yields the total absorbed dose,

D, according to:

D =

∫
φ

Le + Ln (C.6)

Although the SI unit of gray (1 Gy =1 J/kg) has been assigned to this quantity,

publications on radiation effects have historically employed the legacy unit of rad,

which is achieved when 100 ergs have been deposited in a gram of material (1 Rad

=0.01 Gy), so the rad is adopted here as well [Holmes-Siedle and Adams , 2002; Tribble,

2003, p.5,p.176]. Furthermore, since the energy transferred by a given particle flux

varies with the underlying material, it is common to explicitly state the absorbing

material for a given dose, as in rad(Si) and rad(SiO2) which be frequently employed

below.14

Often, the two terms of the integrand in (C.6) are considered separately, such

that the total ionizing dose (TID) and total displacement dose (TDD), resulting from

the deposition of energy over the course of exposure to ionizing (φI) and non-ionizing

(φD) fluences, respectively, are given by:

TID =

∫
φI

Le =

∫
φI

1

ρ

dEe

dx
(C.7a)

TDD =

∫
φD

Ln =

∫
φD

1

ρ

dEn

dx
(C.7b)

It also proves useful to measure the rate at which a given dose is applied to the target,

via µm that is transferred to energetic charged particles (i.e., produces ionization). If those liberated
charge carriers go on to participate in secondary Coulomb collisions (cf. Section C.2.1.1), which is
the case for all but δ-rays, µm,tr is referred to as the mass energy absorption coefficient, µm,en =µen/ρ
[Attix , 1986, p.22–25].

13In keeping with the conventions of the literature on radiation effects, which employ these
units liberally, LET should be taken to imply density-independent LET throughout this document.
Accordingly, the explicit m subscripts, are hereafter dropped.

14If not explicitly stated, one should assume that rad implicitly refers to rad(Si) throughout this
document.
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dD/dt, which is known as the dose rate and obtained simply replacing the integration

over fluence in (C.6) with one over flux:

dD

dt
=

∫
Φ

Le + Ln (C.8)

C.1.2.3 Equivalent Dose

Although LET(NIEL), TID(TDD), and dose rate suffice herein to parameterize the

effects of all types ionizing(non-ionizing) radiation on electronic circuits, radiobiolo-

gists have observed that radiation effects on organic matter depend not only on the

deposited energy but also the particle type.

Initially, this particle-dependent damage factor was captured by assigning to each

a so-called quality factor, Qφ, that is proportional to its LET; this accounts for the

density of ionization along its track, which is critical to the biological response, yet

subsumed by the integral of (C.6) [ICRP , 1991c, p.5]. The product Hφ=QφD defines

the equivalent dose, Hφ, for a particular dose D comprised of particles with quality

Qφ [Lide, 2008, p.1–39].

Whereas thisQφ-weighted equivalent dose is computed at each point, the biological

impact is best assessed by considering the average dose absorbed over an entire tissue.

Thus, recent standards adopt the use of unitless radiation weighting factors, wR,

for each type of radiation. Rather than being derived from Qφ, such factors are

proportional to a quantity known as the relative biological effectiveness (RBE), which

describes the number of grays(rads) of 200-keV photonic radiation that cause the same

biological damage as 1 Gy(1 Rad) of the particular radiation type [Tascione, 1994,

p.140]. Reflecting differences in the observed tissue damage from an average dose,

rather than differences in the ionizing track density at a point, these RBE-derived

weighting factors can be used in place of Qφ to better represent the equivalent dose

to tissue, HT, according to [ICRP , 1991c, p.5]:

HT =
∑
k

wR,kDk (C.9)

where the sum is performed over all k types of radiation to which the target is exposed.
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Radiation type
Energy Weighting factor
Ei wR

[MeV] [none]

Photons All 1

e−, muons All 1

H+, charged pions >2 5

He2+, heavy ions,
fission fragments

All 20

Neutrons

<0.01 5
0.01–0.1 10

0.1–2 20
2–20 10
20 5

Table C.1: Latest radiation weighting factors recommended by International
Commission on Radiological Protection (ICRP) (cf. Footnote 15) [ICRP , 2007].

Although it is simply a weighted absorbed dose possessing the same fundamental

units of J/kg (ergs/g) as D, the equivalent dose HT is expressed in distinct units of

Sievert(Roentgen equivalent man), abbreviated Sv(rem), that connote the biological

rather than physical aspects of the absorbed dose given in Gy(Rad).

The latest radiation weighting factors, summarized in Table C.1,15 indicate that

particle radiation can be far more harmful than photonic radiation, particularly in

the case of neutrons and alpha particles. The harm suffered manifests either as

deterministic effects (or tissue reactions), wherein there is enough irreparable cell

damage to prevent replication and/or impair tissue function, or stochastic effects,

wherein self-repair allows the modified cell to survive and reproduce, but with

increased probability of manifesting and/or transmitting a cancer [Lide, 2008, p.69].

While the stochastic effects are linear with average dose,16 hence the proportionality

15In the most recent set of ICRP recommendations [ICRP , 2007], the neutron wR is expressed
as a continuous function of energy [Wrixon, 2008, p.163], rather than the piecewise approximation
used previously [ICRP , 1991c, p.7] and invoked here for simplicity.

16The dose dependence of stochastic effects can be further quantified by invoking a second level
of dose weighting, which arrives at an effective dose for the whole body, HB, that is obtained from
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Application
Equivalent dose limits

Occupational Public

[mSv/yr] [mSv/yr]

Whole body (total effective) 20a 1b

Lens of the eye 150 15

Skin 500 50

Hands and feet 500 n/a

a Five year average, with ≤ 50 mSv in any one year
b Five year average, with higher annual maximum in select circumstances

Table C.2: Latest equivalent dose limits recommended by ICRP
for occupational and public settings; radiation workers fall into
the former category [ICRP , 1991e, p.46].

of (C.9), deterministic effects are non-linear, exhibiting a threshold dose below which

their probability is zero, but above which damage is extensive enough to guarantee

cell death/sterility and severity continues to increase with dose [ICRP , 1991a, p.15].

Thus, radiation safety efforts seek to minimize the incidence of stochastic effects,

but prevent deterministic effects through the establishment of suitable thresholds

[ICRP , 1991b, p.25]; an example of these limits is found in Table C.2. According to

Table C.3, about 100 rem causes the immediate onset of radiation sickness [Tascione,

1994, p.140], but the average person experiences just 0.620 rem/yr, with 50% from

natural background sources and 48% from medical technologies [NCRP , 2009].

HB =
∑
j

wT,jHT,j, where the summation is carried out over each tissue/organ, whose equivalent dose

is scaled by a tissue weighting factor wT [ICRP , 1991c, p.6–7]. These wT, which are normalized so
as to sum to one over all organs, are larger for rapidly reproducing cells, such as gonads and bone
marrow (see [ICRP , 1991d, p.68]), where mutations are likely to survive. It is worth noting that both
wR and wT pertain only to the probability of stochastic effects, so HB and HT are only valid below
the deterministic threshold, where the dose-proportionality holds [ICRP , 1991c, p.9]. Nevertheless,
the deterministic thresholds themselves can be expressed in terms of HT with the recognition that
for wR> 1, deterministic RBEs are lower than their stochastic counterparts, rendering the cut-offs
conservative [ICRP , 1991a, p.15].
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Radiation dose
Probable effect in populationD HB

a

[rad] [rem]

0–50 0–50 No obvious effects
(minor blood changes)

80–120 50–100 5%–10% chance of radiation sickness
(nausea and vomitting)

130–170 50–100 25% chance of radiation sickness
(nausea and vomitting)

180–220 150–200 50% chance of radiation sickness
(nausea and vomitting)

270–330 200–350 ∼100% chance of radiation sickness
20% chance of death

400–500 350–550 Universal radiation sickness
50% chance of death in 1 month

550–750 550–750 Nausea within 4 hours; few survivors

1000 1000 Nausea within 1–2 hours; no survivors

a Total (whole body) effective dose (cf. Footnote 16

Table C.3: Hazardous effects of radiation doses for sample
population, as estimated by [Tribble, 2003, p.187] and [Tascione,
1994, p.141].
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C.2 Ionizing Radiation

Second only to that of organic matter in terms of severity [Tribble, 2003, p.179],

the susceptibility of electronic materials to ionizing radiation damage merits enough

study to permit a thorough understanding of the underlying physics. This section

summarizes those principles, focusing almost exclusively on the insulating SiO2 film at

the heart of the MOS transistor, which is exceptionally vulnerable and, thus, critical

to the front-end ASIC design.17 Adapting the organization of [McLean et al., 1989],

the following sub-sections address the stages of ionization damage chronologically,

from the radiation-induced generation of free carriers to their eventual trapping near

the Si-SiO2 interface, according to the numbering of Figure C.2.

C.2.1 Generation

In SiO2, the energy required for the generation of e−−h+ pairs that characterizes

ionizing radiation is relatively low, such that the it accounts for the majority of D

(i.e., TID � TDD) and can be deposited by every type of radiation cataloged in

Section C.1.1 [Holmes-Siedle and Adams , 2002, p.85]. In fact, assuming an ionization

energy of 17 eV (cf. Footnote 2), 1 rad(Si) of TID can generate Kg =8.12×1012

pairs/cm3 [Srour and McGarrity , 1988, p.1453]. However, the specific mechanism by

which electrons are promoted from the valence band to the conduction band depends

upon the type and energy of the incident radiation, making it convenient to delineate

between photonic and particle radiation.

C.2.1.1 Photonic Mechanisms

The ionizing interactions of light and matter that pertain to primary and, more

commonly, secondary radiation via X-rays and γ-rays, vary with both photonic

quantum energy Ep and target Z. This Ep-Z space can be subdivided into

17For a clear and comprehensive treatment of the solid-state physics which govern the TID effects
on MOS oxides, the canonical reference texts by Ma and Dressendorfer [1989] and Oldham [1999]
are strongly recommended.
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Figure C.2: Key steps in radiation-induced oxide damage, demonstrated for
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explains each step in detail. After [McLean et al., 1989, p.89]
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Figure C.3: Relative strength of photoionization mechanisms as a function of photon
energy (Ep) and target density (Z). Along curves, mass transfer coefficients of two
processes are equal. Reproduced in toto from [Evans , 1955, p.712]

three regions, as shown in Figure C.3,18 each dominated by a different interaction

mechanism, but with the total mass energy transfer coefficient, µm,tr, given by the

sum of those for each process.

Photoelectric Effect: Soft X-ray (< 0.5 MeV [Tribble, 2003, p.174]) photons

participate in the photoelectric effect, whereby they penetrate the innermost

electron orbitals (K-shell) of the target atom and free a bound electron [Srour

and McGarrity , 1988, p.1444]. This interaction is more probable for lower

energy photons, provided they have enough energy to free a K-shell electron,

and for a higher density of target nuclei; below 0.1 MeV, the photoelectric

18Although there are many other photon scattering mechanisms, such as photonuclear interactions
(namely, (γ,p) and (γ,n) events) [Attix , 1986, p.154] and the Rayleigh scattering responsible for the
color of the sky due to its 1/λ4 dependence [Tascione, 1994, p.11], these do not produce appreciable,
if any, conduction-band electrons and so are not considered here.
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contribution to the mass energy transfer coefficient goes as [Attix , 1986, p.140]:

µm,tr|photo =

(
Z

Ep

)3

(C.10)

The energy of the photon in excess of that required overcome the electron-

nucleus bond is transferred to the electron in the form of kinetic energy, such

that the former is annihilated—with zero rest-mass, a photon is annihilated

once it looses all its energy [Tascione, 1994, p.11]. In a transition that emits a

lower wavelength, visible photon,19 an electron from a higher energy level (L-

shell) then drops down to take the place of that now in the conduction band.

The optical photon can then carry out a cascade of photoelectric reactions,

terminating when photon energies are sufficient to excite outer shell electrons

but no longer can liberate those in inner orbitals [Messenger and Ash, 1992,

p.269–270].

Compton Scattering: Hard X-rays and soft γ-rays with higher energies (0.5–5 MeV

[Tribble, 2003, p.174]) can participate in Compton scattering, wherein a free

or loosely-bound electron scatters the incident photon off course, leaving it

with a fraction of its original momentum that depends upon its energy and

angle of incidence [Tascione, 1994, p.11].20 In this elastic collision, the electron

receives additional energy sufficient to eject it from the atom, thereby ionizing

it [Messenger and Ash, 1992, p.269–270]. Since the presence of the nucleus is

not required to conserve momentum or account for any electron binding energy

19It is also possible, though far less common, for this to result in the ejection of one or more
additional, so-called Auger electrons rather than a fluorescent photon. In this case, the energy
released by the de-exciting L-shell electron unbinds (and provides kinetic energy to) an electron
from a higher orbital, say M. Electrons from even higher valences recursively drop down to fill the
L and M orbital vacancies until the only remaining vacancies are in the outermost shells, where
they are neutralized by conduction band electrons [Attix , 1986, p.142–144]. The Auger effect, which
only occurs when the energy difference between the initial and final states of the first de-excited
electron is sufficient large, is nearly the inverse of the Auger recombination described in Section C.3.4
[Messenger and Ash, 1992, p.:270].

20First-order treatments of the Compton effect assume an unbound, stationary electron, which
is obviously unphysical given that all atomic electrons are both bound and in motion. But, the
approximation proves well-justified [Attix , 1986, p.125].
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in this formulation, the mass energy transfer coefficient for the Compton effect

is independent of Z for Ep>0.1 MeV, following [Attix , 1986, p.132–133]:

µm,tr|comp =
1

Ep

(C.11)

Pair Production: γ-rays of the highest energies are also capable of pair production,

whereby a photon spontaneously decomposes into an unbound electron-positron

pair. Upon its annihilation, the photon’s energy is converted into matter in the

form of the two beta particles so it must possess at least 2mec
2 = 1.022 MeV

[Tribble, 2003, p.174], with any excess appearing as the kinetic energy of the

pair. In order to conserve momentum given that a photon is massless, this pair

creation, much as for Bremsstrahlung, must occur in the presence of an atomic

nucleus that absorbs a small amount of recoil energy [Messenger and Ash, 1992,

p.270];21 the heavier the nucleus, the more probably the phenomenon [Tascione,

1994, p.11]. This latter fact, along with the sub-linear energy dependence for

Ep> 1.022 MeV is reflected in the proportionality of the mass energy transfer

coefficient given by [Attix , 1986, p.149–150]:

µm,tr|pair ∝ Z logEp (C.12)

In Si (Z = 14) and SiO2 (〈Z〉= 15), the Compton effects dominates for photons

between 50 keV and 20 MeV, while the photoelectric effect(pair production) is of

primary significance below(above) this range [Srour and McGarrity , 1988, p.1444], as

evidenced in Figure C.3.

C.2.1.2 Particle Mechanisms

An incident particle can participate in both elastic and inelastic collisions with the

target atoms, with charged particles undergoing so many such low-energy collisions

21Although much less likely, an atomically bound electron can also serve as the third particle
necessary for momentum conservation, in which case it acquires enough kinetic energy to be ejected,
doubling the degree of ionization [Attix , 1986, p.146].
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as to be almost continuously retarded [Attix , 1986, p.160]. Although Rutherford (or

Coulomb) scattering, in which energy- and momentum-conserving elastic Coulomb

collisions deflect the charged particle, do occur (and are responsible for NIEL as

discussed in Section C.3) only inelastic Coulomb collisions, in which kinetic energy

drives ionization [Tascione, 1994, p.11], contribute to its LET. Soft(hard) Coulombic

interactions occur when an incident particle passes beyond(within) the atomic radius

of a target atom and account for roughly half of the total LET because each results in

minor(significant) energy loss, but is highly(much less) probable [Attix , 1986, p.161–

162]. Collisional ionization predominates for electrons [Holmes-Siedle and Adams ,

2002, p.391] but becomes less prevalent for protons, which transfer more momentum

to the target atoms as represented by their higher NIEL, and even less significant for

heavy ions.

However, these more massive particles also participate in nuclear collisions that,

just as for Coulomb collisions, may be either elastic or inelastic [Srour and McGarrity ,

1988, p.1444]. Once again, the elastic scattering process primarily contributes to

NIEL (cf. Section C.3), although such nuclear collisions may be of sufficient energy

that the atomic recoil produces subsequent ionization [Messenger and Ash, 1992,

p.203]. For protons, heavy ions, and neutrons, the latter of which cannot take partake

in Coulomb collisions, inelastic nuclear collisions induce ionization through indirect

mechanisms, such as: exciting atomic nuclei, which emit ionizing γ-rays when they

de-excite [Tribble, 2003, p.176]; and neutron capture or transmutation [Srour and

McGarrity , 1988, p.1444], in which a neutron (n) or proton (p) is absorbed by a

nuclear reaction that converts the target into another element and, in the process,

releases either an alpha particle (in the (n,α) and (p,α) reactions) or proton (in the

(n,p) and (p,p′) reactions), which then goes on to ionize other atoms [Messenger and

Ash, 1992, p.203].

C.2.2 Recombination

For each ionizing mechanism, e−−h+ pairs generated in the SiO2 tend to recombine

with one another on time scales that depend on both the density of the ionizing track
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created by the incident particle and relative mobility of the electron and holes in

the oxide. If recombination is to occur in modern oxides, the latter demands that it

happen within 1 ps of generation [McLean et al., 1989, p.91], since all the electrons

are swept out by any imposed electric field in this interval while the holes, whose

mobility is anywhere from 2×105–4×1012 slower [Hughes et al., 1975, p.2229], remain

essentially stationary.

During this short period, the dynamics of the recombination depend upon the

density of the ionizing track, which is captured by the ratio of two distances: the

mean separation between its e−−h+ pairs, rp; and the initial separation between

the e− and h+ of a pair once they are thermalized (i.e., reach thermal equilibrium),

rt [McLean et al., 1989, p.92]. That is, if rt is taken to be the characteristic half-

width of a presumably Gaussian ionizing column, a high(low) density track is one

in which the separation between pairs is so small(large) compared to column width,

rp� rt(rp� rt) that the Coulomb attraction between the elements of a given pair

is negligible(significant), but that between pairs is significant(negligible). For these

extremes of low and high density ionizing tracks, recombination is well described by

columnar and geminate models, respectively, with a synthesis of the two required for

intermediate conditions.

Columnar model: For low energy and heavily charged particles, which exhibit high

LET, the small ratio of rp/rt suggests a columnar model, first proposed by Jaffé

[1913], which treats the ionizing track as a column of cylindrically symmetric

electron and hole densities, Nn(r, t) and Np(r, t), that evolve according to

diffusion (with coefficients Dn and Dp), drift (in response to an electric field

Ex normal to the track), and recombination (with probability αR) as [McLean

et al., 1989, p.94]:

∂Nn(r, t)

∂t
=

Diffusion︷ ︸︸ ︷
Dn∇2Nn(r, t) +

Drift︷ ︸︸ ︷
µnEx

∂Nn(r, t)

∂x
−

Recombination︷ ︸︸ ︷
αRNn(r, t)Np(r, t)(C.13a)

∂Np(r, t)

∂t
= Dp∇2Np(r, t)︸ ︷︷ ︸

Diffusion

− µpEx
∂Np(r, t)

∂x︸ ︷︷ ︸
Drift

− αRNn(r, t)Np(r, t)︸ ︷︷ ︸
Recombination

(C.13b)
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Using a column width of 3–4 nm [Oldham and McGarrity , 1981, p.3977],

numerical solutions to (C.13) show good agreement for α-particles incident on

SiO2 [Stapor et al., 1985, p.4400]. In contrast, rt for Si approaches 100 nm

because charges interact much less effectively with the lattice. This increased

charge separation still satisfies the columnar model condition, but combined

with a smaller λD screening distance, leads to much less Coulomb force and

thus recombination in Si than SiO2 [McLean et al., 1989, p.103].

Geminate model: Conversely, energetic particles of low mass can exhibit low

enough LET that rp/rt is so large as to allow each e− − h+ pair to be

considered in isolation. In this geminate scenario, the probability density of

an uncombined electron, Pn(r, t), still depends on drift and diffusion according

to the Smoluchowski equation for Brownian motion [McLean et al., 1989, p.96]:

∂Pn(r, t)

∂t
=

Diffusion︷ ︸︸ ︷
Dn∇2Pn(r, t) − µn∇ · (EtPn(r, t))︸ ︷︷ ︸

Drift + Recombination

(C.14)

but, the recombination is handled by including the Coulombic attraction

between the pair in the total drift field of the second term, Et. This was

performed by Onsager [1938] in his analytical solution to (C.14), which is

dominated by drift for most field strengths.

C.2.3 Transport

Following recombination by one of these mechanism, the hole yield described by

the fraction Fy, constitutes an introduced population of positive free carriers which

slowly drift in response to an electric field applied across the oxide. It is shown

in Section 2.1.1 that for a MOS device with a radiation-hardened gate oxide under

bias,22 this field-assisted transport dominates the time evolution of its properties in

response to ionizing radiation [McLean et al., 1989, p.145–146].

22In this and subsequent discussions of carrier drift in oxides, it should be assumed that the
oxide is subject to positive bias from gate to bulk, corresponding to an nMOS enhancement-mode
transistor, unless otherwise noted.
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The conduction is deemed anomalous because, as seen in comparing Figure C.5 to

Figure C.4, the evolution of the initial hole distribution Np(x, t) is highly dispersive,

with its leading edge penetrating very quickly while it widens as its peak moves

much more slowly [Pfister and Scher , 1978, p.753]. It has been convincingly shown

[McLean et al., 1976a, b] that this broad distribution in the hole transit times, τH, is

well modeled by a generalized continuous-time random walk (CTRW)—a stochastic

mechanism for charge transport in amorphous solids that describes each path as a

series of random steps separated by a probabilistic time interval δ [Pfister and Scher ,

1978]. As opposed to a Gaussian model which describes the range of τH resulting from

an exponential distribution of δ that possesses a single characteristic time constant

τ :

P (δ) ∝ e−δ/τ (C.15)
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the CTRW model assumes that P (δ) is a slowly-varying function that reflects the

presence of many types of delay events, each with their own time constant, subsumed

into the disorder parameter ατ :

P (δ) ∝ δ−(1+ατ ) (C.16)

Since some carriers transit via a succession of very rapid events, leading to the

asymmetric evolution of Figure C.5, the fraction of carriers immobilized by long-δ

events increases nonlinearly with time and the average transit time, 〈τH〉, follows. This

time-dependent 〈τH〉 yields an effective hole mobility, µp, that decreases with time

(or, alternative, oxide thickness) and is considerably less meaningful than the intrinsic

mobility associated with the symmetrically evolving distribution in the Gaussian
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transport of Figure C.4, giving rise to the broad range for µn/µp cited in the preceding

Section [McLean et al., 1989, p.118–120].

Trap-mediated (or multiple-trapping) transport and hopping transport are two

microscopic processes whose sensitivity to local lattice parameters can give rise to

the requisite broad range of event time constants described by (C.16) [McLean et al.,

1989, p.118]. The former, depicted in Figure C.6(a), occurs when holes are conducted

through valence band states but intermittently waylaid by localized traps with an

exponentially distributed continuum of trapping energies [Srour and McGarrity , 1988,

p.1451]. Even small variations in trap energy Et can lead to a large spread in emission

rates (δ), since the latter depend on thermal activation factors of the form e−Et/kT

[Curtis and Srour , 1977, p.3820]. But, evidence suggests that hopping, whereby holes

tunnel directly between localized trap sites with overlapping wave functions, as shown

in Figure C.6(b), is more consistent with measured observations [McLean et al., 1989,

p.135–136]. Specifically, the lack of correlation between τH-dispersion and variations

in either temperature or activation energy implicates structural causes, such as a

spatial distribution of intersite hopping distances or of the bond angles that govern

orbital overlap [McLean et al., 1989, p.124]. Small fluctuations in these parameters

can have a pronounced effect on the transfer integrals that govern hop times (δ) for

a variant known as small polaron hopping [Oldham and McLean, 2003, p.486]. As

depicted in Figure C.7, this occurs when thermal fluctuations form a coincident state

between a trap site occupied by a polaron, or self-trapping hole,23 and its neighbor,

allowing the carrier to tunnel through [McLean et al., 1989, p.125–126].

C.2.4 Oxide Traps

The most long-lived radiation effects in MOS oxides arise from the build up of positive

charge near the Si-SiO2 interface, where the transported holes are subject to capture

23For the purposes of this simplified treatment, a small polaron describes a carrier at either a
lattice site or defect (trap) which so strongly polarizes the surrounding lattice that the configuration
of lowest free energy involves the deformation of the latter. When this lattice distortion is large
enough, the carrier becomes localized, or self-trapped, though the deformation can be conceptualized
as following the carrier whilst it is conducted via tunneling. SiO2 favors polaron formation, and thus
such phonon-assisted tunneling, on account of the easily polarized states at the top of the valence
band created by the non-bonding 2p orbitals of is oxygen atoms [McLean et al., 1989, p.124–126].
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Figure C.6: Comparison of trapping and hopping hole transport models. Left-to-
right drift field and distribution of trap levels are arbitrarily chosen, though most
efficacious traps for multiple trapping(hopping) lie close to valance band(midgap).
After [McLean et al., 1989, p.123]

by deep-trapping sites [McLean et al., 1989, p.149]. The volume distribution of

such hole traps,24 Npt, each with a probability of hole capture given by the local

field-dependent cross-section σpt(Eox), is responsible for trapping a fraction of the

radiation-induced holes,25 Ft, given by [McLean et al., 1989, p.152]:

Ft =

∫ tox

0

σpt(Eox)Npt dx (C.17)

The radiation tolerance of an oxide can be characterized by its trapping fraction,

with the long(short) time scales of trapping(transport) dominating the evolution of

the properties of soft(hard) oxides with 0.2<Ft < 0.5(Ft < 0.1). Unlike the shallow

traps responsible for multiple-trapping and hopping transport, these sites lie deep

24The hole trap distribution, beginning at the Si-SiO2 interface and extending a distance δx into
the SiO2 bulk, where δx < 20 nm [Holmes-Siedle and Adams, 2002, p.87], is non-uniform. Since
most evidence suggests that in high-quality oxides there is a higher concentration of traps near the
surface [McLean et al., 1989, p.155], an exponential distribution of Npt is often assumed [McLean
et al., 1989, p.160].

25The remainder of the holes (1 − Ft) reach the interface and cross into the Si substrate, where
there are lost to recombination [McLean et al., 1989, p.150].
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Figure C.7: Transport of self-trapped hole (polaron) via tunneling from A (in 1) to
B (in 4). Polaron formed by self-trapped hole in (2) is able to tunnel to neighboring
potential well (3) when the two are aligned by thermal fluctuations. The rate of
such occurrences is sensitive to orbital separation in space and energy, giving rise to
power-law delay statistics. After [McLean et al., 1989, p.123]
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enough in the band gap that phonons (thermal lattice vibrations) are unlikely to

activate the holes [Holmes-Siedle and Adams , 2002, p.86], which are retained for

anywhere from milliseconds to years [McLean et al., 1989, p.158].

Assuming the mechanisms described in Section C.2.1 generate Kg holes/cm3 per

rad of incident dose and a fraction Fy of those escape the recombination mechanisms

in Section C.2.2, then for an incident dose D these deep traps result in an areal

density of positive trapped charge,26 ∆Not,
27 that is simply [Srour and McGarrity ,

1988, p.1453]:

∆Not = toxFtFyKgD = φtFt (C.18)

where it is notable that ∆Not is proportional to oxide thickness tox (through φt,

the fluence of holes incident on the traps), since the number of pairs generated is

proportional to ionizing track length.

Physical model

At the microscopic level, only a single class of defect centers has been detected in

conjunction with these deep hole traps to-date—the E′ centers [McLean et al., 1989,

p.171]. Depicted graphically in Figure C.8,28 the precursor to one such E′ center is

an SiO2 lattice complex in which the absence of a bridging oxygen results in a pair of

trivalently bonded Si atoms, each with a single dangling (i.e., broken covalent) bond

in the form of a non-binding sp3 orbital [Helms , 1988, p.100] that overlap to form a

strained Si-Si bond [Oldham and McLean, 2003, p.488].29

26Of course, as a result of this same D, φt electrons are incident upon these traps as well, where
they can recombine with a trapped hole with probability σR. However, such electron trapping is
three orders of magnitude less probable, and therefore no net negative charge trapping is typically
observed [McLean et al., 1989, p.167].

27Whereas Noto describes the positive charge arrested by traps intrinsic to the oxide, ∆Not denotes
the additional contribution from radiation-induced oxide traps. Only the latter is dose-dependent
and of interest here.

28Technically, the term E′ center refers to the positively charged defect in Figure C.9 that results
when a hole is trapped. Thus, the ‘empty’ hole trap should be treated as a precursor to the E′

center.
29Although they all consist of a trivalent Si atom with an unpaired electron, various forms of

the E′ centers (and their precursors) are typically delineated with subscripts, depending on the
surrounding atoms. For the purposes of this section, the most common case of an E′1 center formed
from a simple oxygen vacancy is treated as representative [Feigl et al., 1974]; the version that arises
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Figure C.8: Precursor to E′ center formed by Si-Si orbital overlap in absence of binding
oxygen (i). When one atom of this strained bond captures a hole, the positively-
charged complex becomes an E′ center, as shown in Figure C.9. After [Feigl et al.,
1974, p.226]

Such precursors arise in regions that are abnormally rich in Si or where Si-O bonds

are subject to high strain; both conditions prevail at the Si-SiO2 interface, rendering

it intrinsically prone to such vacancies [McLean et al., 1989, p.168–169]. Specifically,

in order to match the lattice of crystalline silicon to that of amorphous silica,30 a 0.2–

0.3 nm thick layer of non-stoichiometric SiOx forms at the boundary [Helms , 1988,

p.119]. On either side of this, bonds are strained to permit surface relaxation to the

lowest free energy [Helms , 1988, p.93], resulting in to a high density of Si-O-Si bonds

whose angles are reduced to match the Si lattice pitch within the first 1–4 nm of SiO2

[McLean et al., 1989, p.169].

from a strained Si-O bond, consisting of a trivalent Si plus non-bridging oxygen, each with a dangling
orbital [Revesz , 1971], behaves similarly.

30Although lacking the long-range order characteristic of crystalline materials, vitreous (or
amorphous) Si exhibits correlation between Si-O-Si bond angles order for clusters of 10–20 atoms
[Helms, 1988, p.88]. This close-range order renders the Si-SiO2 interface subject to traditional
models of lattice-matching strain [Holmes-Siedle and Adams, 2002, p.87].
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Figure C.9: Molecular representation of E′ center, in which upper Si atom to relax
into planar configuration after hole capture. Positive charge of complex is associated
with this atom. After [Helms , 1988, p.99]

Often, such structural defects are passivated during fabrication by impurities that

occupy the dangling or weakened chemical bonds of Si atoms. In modern silicon

fabrication processes, which no longer suffer from the undesirable impurities (e.g.,

sodium) and the intentional contamination (e.g., gettering) initially responsible for

such debilitating defects [McLean et al., 1989, p.149], the primary impurity that

remains ubiquitous in thermally grown oxides is hydrogen [Holmes-Siedle and Adams ,

2002, p.88]. In such cases, the precursor structure of Figure C.8 will form when either

SiH [Zvanut et al., 1993, p.470] or OH [Holmes-Siedle and Adams , 2002, p.91] bonds

are severed by ionizing radiation, reversing the passivation.

Whether intrinsically present (as in the bulk SiO2) or latent until induced by

radiation (as is more common near the interface) [Holmes-Siedle and Adams , 2002,

p.90], such a precursor can trap an incident hole and become a fixed, positively

charged defect known as an E′1 center through the transformation depicted in

Figure C.9. One Si atom absorbs the hole and becomes positively charged, relaxing

back into the plane of its oxygen atoms [Helms , 1988, p.100]; the other retains

a single unpaired electron, remaining neutral, but its non-binding orbital projects
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into the space of the oxygen deficiency [Holmes-Siedle and Adams , 2002, p.90] in an

abnormally strained tetrahedral configuration [McLean et al., 1989, p.170].31

Neutralization

Though the E′1 center is stable, the holes may eventually be de-trapped through one

of two mechanisms, tunneling and thermal annealing, that serve to reduce ∆Not with

time and elevated temperature, respectively [McLean et al., 1989, p.158]. The former

consists of the quantum tunneling of an e− from Si into SiO2, where it recombines with

the trapped h+, thereby emptying the trap and reducing the vertical extent of ∆Not at

a rate of 0.2 nm per decade of time [McLean et al., 1989, p.160]. Tunneling, whose

higher activation energies favor annealing of shallower traps at normal operating

temperatures, is sensitive to the field in the oxide and, on account of the exponential

fall-off of the tunneling probability with distance into SiO2, dominates closer to the

interface [McLean et al., 1989, p.158].

In contrast, isochronal annealing, which exposes the oxide to a series of progres-

sively higher temperatures each for a fixed duration, can more quickly depopulate the

deeper traps, since the activation energy for thermal detrapping the holes is ∼2.25x

lower [McLean et al., 1989, p.167]. Though operating over different time scales and

temperature ranges, both mechanisms achieve the same effect—over time, the traps

near the interface are annealed, reducing Ft and confining the net, long-term ∆Not

to a sheet of positive trapped charge between 5–20 nm into the SiO2, as depicted in

Figure C.10.

C.2.5 Border Traps

Figure C.10 also illustrates the location of near-interface, or so-called border traps

[Fleetwood , 1992, p.269], which are formed when an e− tunnels into the non-binding

orbital of the neutral Si atom in an E′1 center where it can then: recombine with

the hole on the other Si atom, annealing it [Lelis et al., 1989, p.1808]; tunnel back

31This complex can alternately be interpreted as a hole captured by a neutral oxygen vacancy
[Srour and McGarrity , 1988, p.1453] or an unpaired electron spin associated with an sp3 orbital of
a trivalent silicon atom [McLean et al., 1989, p.170].
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Figure C.10: Illustration of trap locations in Si oxide. Trap depth (in energy) increases
with distance from interface. Oxide traps within ∆x'5 nm anneal naturally. Near-
interfacial and interface traps are discussed subsequently. Reproduced in toto from
[Holmes-Siedle and Adams , 2002, p.87]
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and forth, repeatedly exchanging charge with the Si substrate [Oldham and McLean,

2003, p.488]; or, even act as an e−-trap to facilitate tunneling of another e− from

the substrate to deep E′ centers [Oldham and McLean, 2003, p.488]. The location

of border traps is roughly defined by the distance over which tunneling is capable

of completely passivating all trapped charge in a 1 minute interval [Fleetwood , 1992,

p.269–270]; hole traps beyond this are of the deep type described above. Their name

reflects a character that blends the atomic structure of the deep oxide traps (E′

centers) with the charge exchange rates of the interface traps described below [Holmes-

Siedle and Adams , 2002, p.179]. Like interface traps, they can freely exchange carriers

with the Si, but the time scales of that exchange can be much longer for border traps

(which can serve as ‘slow’ interface/surface states) than for interface traps (which

are always ‘fast’ interface/surface states) [Deal , 1980, p.607]. As proves critical in

Section 3.1.3.3, the slower time scales of the hole trapping and electron tunneling

facilitated by border traps are believed to be responsible for 1/f noise in MOS

transistors [Fleetwood et al., 2002].

C.2.6 Interface Traps

In addition to the deep oxide traps and border traps, Figure C.10 illustrates the

existence of interfacial traps adjacent to the Si-SiO2 interface. Although it can

be demonstrated that their microscopic structure is similar to that of deep oxide

traps, these interface traps are distinguished by three fundamental properties: they

reside within or 1–2 atomic bond distances (∼ 0.5 nm) of the Si surface [Winokur ,

1989, p.194], in the non-stoichiometric layer whose strained labile bonds (primarily,

Si-Si) act as precursors [Winokur , 1989, p.194]; their distribution in energy, Dit,

is continuous throughout the Si bandgap, exhibiting an asymmetric U-shape that

reaches a minimum at midgap and monotonically increases in near the band edges

[Winokur , 1989, p.199–200]; and they are amphoteric, meaning that they permit

positive, negative, and neutral charge states, which allows the trapping of either

electrons or holes depending on the surface potential [Srour and McGarrity , 1988,

p.1453].
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The first two characteristics lead to the common designation [Winokur , 1989,

p.196] of fast interface states for these traps.32 Since carriers tunnel from the Si

valance and conduction bands at a rate exponentially and inversely proportional to

trap energy depth relative to these bands, the higher density ofDit near the band edges

implies that most interface traps exchange charge with the substrate more rapidly

than border or deep oxide traps. Amphoterism produces two classes of interface traps

whose charge state depends upon the position of the Fermi level in response to applied

bias and thus are discriminated with the conventional terminology of Si dopants—

donors and acceptors. An acceptor(donor) trap is neutral(positively charged) and

paramagnetic(diamagnetic) when above the Fermi level, where it contains one(zero)

electron(s), but becomes negatively charged(neutral) and diamagnetic(paramagnetic)

when it moves below the Fermi level and increases its charge state to two(one)

[Lenahan and Conley , 1998, p.2139–2140]. It is commonly accepted that interface

traps located above(below) the Si midgap act as acceptors(donors) [Winokur , 1989,

p.197], and that the asymmetry ofDit (namely, demonstrating more traps in the upper

half of the bandgap) results from the presence of two microscopic defect centers, each

responsible for a donor and acceptor level, but only one having these centered around

midgap [Winokur , 1989, p.202].

Although the interface trap density is highly dependent upon manufacturing

details and conditions such as temperature and applied field, a generic expression

for ∆Nit, the areal charge density generated by ionizing radiation of dose D is:33

∆Nit = Kit
n
oxD

2/3 (C.19)

32Despite its prevalence in the literature and the etymological origins of the term border state
[Fleetwood , 1992, p.269], the label states is not used herein to denote near-interfacial trapping sites,
such as those in the interface and border regions of Figure C.10. For clarity, and in keeping with
the conventions of Deal [1980], these sites are instead be described as interface and border traps,
respectively, throughout this document.

33Though extremely clean, modern fabrication processes cannot produce an Si-SiO2 interface
free of these traps. But, in high-quality oxides, whose as-processed Nit, Nito, can range from
109 [Winokur , 1989, p.194] to 1013 [Oldham and McLean, 2003, p.490] cm−2, these are typically
passivated by hydrogen, as discussed below. So, it suffices here to assume total passivation prior
to exposure (Nito = 0), such that all post-irradiation interface traps result from radiation-related
depassivation and Nit =∆Nit.
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where the proportionality constant, Ki, can be extrapolated from a 1-Mrad(Si) dose

applied to a 100-nm oxide as 5×105, though it is sample-specific in general [Srour

and McGarrity , 1988, p.1454]. Similarly, n, the exponent for the tox dependence, can

range from 0.5–2, although it is generally close to 1 for thick oxides and may increase

substantially for tox<10 nm [Winokur , 1989, p.229]. The sublinear dose dependence

is thought to reflect a splitting of trap energy levels, and thus a reduced number

of traps near the band edge, when the density of populated traps rises enough for

electrons confined in neighboring sites to repel each other [Winokur , 1989, p.219].

However, there is no reported evidence of ∆Nit saturating with dose (up to

20 Mrad(Si)) and no dependence on dose rate has been observed [Winokur , 1989,

p.242]. Although not captured in (C.19), ∆Nit is known to increasing strongly for

positive irradiation biasing of the oxide [Srour and McGarrity , 1988, p.1454] and

for elevated temperatures, just as is the case for ∆Not. But, in stark contrast, no

annealing of Nit is observed at room temperature; even at elevated temperatures,

where thermal annealing can be significant, the thermal activation energy of 1.4 eV

[Winokur , 1989, p.226] is greater than that for deep oxide traps (<1.3 eV) [Holmes-

Siedle and Adams , 2002, p.167].

Physical model

Despite these differences in D, tox, and annealing dependencies, the microscopic

structure of the defects believed responsible for interface traps, a class of trivalent

silicon defects known Pb centers [Lenahan and Dressendorfer , 1983], is quite similar

to that for deep oxide traps (E′ centers) [Lenahan and Dressendorfer , 1984, p.3495].

This congruence is highlighted by Figure C.11, which depicts the Pb center in its

neutral and paramagnetic state,34 complexed with a conjugate Si atom on the SiO2

34Just as for the E′ center (cf. Footnote 29), the class of Pb centers consists of many variations
delineated with subscripts; specifically, the Pb center (cf. Figure C.11) for 〈111〉 Si, and the Pb0 and
Pb1 centers for 〈100〉 Si. Pb and Pb0 are essentially identical defects, with the only difference being
that the Pb0 dangling orbital, since it is always oriented along the [111] crystallographic direction,
is not normal to the surface (i.e., the (100) plane) [Lenahan and Conley , 1998, p.2138]. Although
its is known to also be trivalently back-bonded to Si atoms at the interface, the detailed chemical
structure of the Pb1 defect is undetermined as yet [Lenahan and Conley , 1998, p.2139], so it is only
distinguished from its counterparts by the asymmetry of its donor and acceptor levels with respect to
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side of the interface. The SiO2 side of this configuration is identical to that of the

E′ center (cf. Figure C.9), wherein the Si atom participates in three oxygen bonds

but is absent its remaining electron such that it exhibits a net positive charge. The

Pb center itself consists only of the substrate Si atom, trivalently back-bonded to Si

(not O) atoms, with its dangling orbital (and its unpaired electron spin) projecting

orthogonally to the interface [Winokur , 1989, p.233]. Although it has been included

to conform with Figure C.9, the positively charged facing Si is not necessary for its

formation, so the charge state of the Pb center is defined strictly by the occupancy

of the pictured orbital [Helms , 1988, p.100]. When acting as an e− trap, this defect

accepts(donates) an electron as it moves below(above) the Fermi level, according to

Pb + e−→Pb
−(Pb→Pb

+ + e−), such that its unbonded orbital is full(empty) and

the charge state of the now diamagnetic center becomes negative(positive). In the

converse case, this amphoteric behavior holds for the trapping of holes by acceptors

(Pb→Pb
−+h+) and donors (Pb+h+→Pb

+), as well [Lenahan and Dressendorfer , 1984,

p.3496].

With an Si-O bond under interfacial strain in the non-stoichiometric layer as the

most common precursor (rather than the oxygen vacancy depicted in Figure C.9

and Figure C.11) there are several competing models to describe the formation of

the eventual Pb center depicted above, all of which are initiated by the presence

of trapped holes (cf. Section C.2.4). One such model, is based on the injection of

electrons from the Si (via tunneling) which can recombine with holes trapped near

the interface through a nonstandard mechanism which reduces free energy by inducing

a structural change that results in dangling bonds [Winokur , 1989, p.236].

Secondly, and more promising, the bond-strain gradient (BSG) model [Grunthaner

et al., 1982] involves a two-step reaction driven by radiation-induced holes and seeks

to explain correlations between E′ and Pb formation [Winokur , 1989, p.238]. In the

first step, holes are trapped in the near-interfacial, border region (< 3 nm) where,

as described in Section C.2.4, there exist many strained Si-O bonds to satisfy lattice

matching. The bonds of these precursors are ruptured, forming E′ centers (perhaps,

midgap [Lenahan et al., 2002]. Since all are formed through similar mechanisms and from identical
precursors, it is sufficient to consider the structure of only the Pb center here.
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definition, shown in it is paramagnetic state. After [Helms , 1988, p.99]

future border traps) and releasing non-bridging oxygen which migrates in the direction

of increasing bond strain [Winokur , 1989, p.233] until it arrives at the interface,

terminating in the formation of Pb centers.

Given recent understanding of the subtleties of border traps (cf. Section C.2.5),

both these model families, which rely on the conversion of trapped oxide charge into

interface traps, are discounted by many [Oldham and McLean, 2003, p.491]. Instead,

the most accepted class of models [Oldham and McLean, 2003, p.490] incorporate

the aforementioned passivation of dangling Si bonds at the interface by hydrogen

introduced during processing.

According to the most recent formulation [McLean, 1980], such surface Si-H

complexes serve as precursors to Pb formation and are dissociated by radiation-

induced holes in two steps:

1. Hole transport through small polaron hopping (cf. Section C.2.3) releases

enough energy to liberate H+ ions from trivalent Si (in Si-H) or strained Si-O (in

Si-OH) complexes introduced in the bulk SiO2 during fabrication, potentially
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creating E′ centers

2. These hydrogen ions, again following a dispersive CTRW transport model but

hopping between non-bonding orbitals of neighboring oxygen atoms [McLean,

1980, p.1655], migrate to the interface where they react almost instantaneously

with passivated Si-H bonds and dimerize, leaving behind a dangling Si bond—

an electrically active Pb center—in a complex reaction [Brown, 1985; Griscom,

1985].

The broad range of longer time constants associated with the second step governs

the extended formation rate of ∆Nit, which can take 10−2–103 s after the initiation

of exposure to reach its final value [McLean and Oldham, 1987, p.26].

C.3 Non-Ionizing Radiation

Unlike LET, which is most significant in device oxides where carrier concentrations are

otherwise low, NIEL is primarily associated with heavy energetic particles impacting

the Si bulk and disturbing its otherwise regular lattice; only bulk NIEL is considered

in this section. According to the Lindhard model, which applies to the partitioning

of S in (C.4) for particle radiation [Srour and McGarrity , 1988, p.1445], this Sn

accounts for a much smaller fraction of the total energy deposited than Se, with

approximate Se/Sn ratios of 318 [Holmes-Siedle and Adams , 2002, p.113] and 1000

[Srour and McGarrity , 1988, p.1445] for 1-MeV e− and H+, respectively. Nevertheless,

the resulting displacement damage is critical to the operation of transistors whose

current flows in the bulk, rather than along the surface, with even 2.5×10−8 cm−3 such

displacements responsible for appreciable degradation in bipolar device parameters

[Messenger and Ash, 1992, p.200]. Echoing the structure of Section C.2, this section

explores the physics of NIEL mechanisms chronologically.

C.3.1 Generation

Akin to e−−h+ production via Le, Ln is primarily responsible for creating a Frenkel

defect pair or close pair [Srour and McGarrity , 1988, p.1446] by dislodging an Si
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atom from its lattice position, forcing it to squeeze into an interstitial location (I)

and leaving behind a vacancy (V). Though they are thermodynamically stable and

can exist naturally,35 these intrinsic defects are mobile and can combine with dopants

or impurities to form defect-impurity complexes as well as group together to form

extended defects, such as divacancies (V-V), diinterstitials (I-I), or clusters [Watkins ,

1999, p.125]. Requiring additional binding energy, these complexes are commonly

associated with radiation for which Sn exceeds simply the energy required to overcome

the Si lattice bonds, Ed, 36 resulting in a cascade of reactions. Candidates include

both elastic particle collisions with either the lattice electron clouds or nuclei and

indirect inelastic or photonic mechanisms, as described subsequently.

C.3.1.1 Photonic Mechanisms

Without momentum of their own, photons can only succeed in displacing a lattice

atom through the action of secondary, energetic electrons produced by Compton

scattering (cf. Section C.2.1.1) [Srour and McGarrity , 1988, p.1445]. Although their

low mass clearly renders them less effective than nucleons and heavy ions, these

scattered electrons are capable of generating displacement damage, according to the

particle mechanisms described below [Holmes-Siedle and Adams , 2002, p.71].

C.3.1.2 Particle Mechanisms

Section C.2.1.2 alluded to the ways in which elastic Coulombic and nuclear collisions,

involving either an incident particle or a secondary particle liberated by an inelastic

35Intrinsic defects are those which can exist in the absence of impurities. An isolated vacancy
possess a formation energy of 3.3–4.1 eV and can migrate without thermally activated diffusion
[Watkins, 1999, p.132], tending to complex with donor dopants in Si [Holmes-Siedle and Adams,
2002, p.65]. Similarly, the isolated interstitial, which forms with an energy of 3.3–3.7 eV, is so
mobile even at 4.2 K [Watkins, 1999, p.136] that is has never been observed directly, only trapped
in larger complexes [Holmes-Siedle and Adams, 2002, p.64], even though there is ample evidence for
its existence [Watkins, 1999, p.135]. There also exists a third intrinsic defect, the antisite, which is
not of consequence here [Watkins, 1999, p.125].

36This is known as displacement energy and is alternatively cited as 10 eV [Holmes-Siedle and
Adams, 2002, p.73], 21 eV [Srour and McGarrity , 1988, p.1446], or 25 eV [Messenger and Ash, 1992,
p.198]
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nuclear collision contribute to energy loss via Sn. As opposed to the continual slowing-

down that occurs for linear electronic stopping power, wherein the particle losses

minute amounts of momentum as it participates in ∼105 Coulomb interactions along

its track, these elastic collisions occur very infrequently but each dissipate a significant

portion of the particle’s kinetic energy [Attix , 1986, p.160].

For nuclear collisions, the energy transferred between atoms can be determined

through simple mechanics to be [Holmes-Siedle and Adams , 2002, p.73]

∆Ei =
4A

(1 + A)2
sin2 θi

2
Ei (C.20)

where A is the atomic mass number of the target (28 for Si) and θ is the angle through

which the incident particle of energy Ei is deflected. Equating ∆Ei in (C.20) with

Ed (cf. Footnote 36), the minimum incident energy required to displacement an Si

lattice atom, Emin, is

Emin =
(1 + A)2

4A
Ed ≈ 150 eV (C.21)

Although (C.21) applies to a hard-sphere collision between neutral atoms, not

every incident particle with Ei > Emin encounters a lattice atom. This depends

upon its interaction probability as captured by its NIEL cross-section, σn, which

is also a function of Ei. Thus, the likelihood that an incident species generates

displacement, depends upon Ei through both stochastic (σn(Ei)) and deterministic

(Emin) factors. So, whereas protons with Ei > Emin typically initiate displacement-

generating collisions [Srour and McGarrity , 1988, p.1445], since they are likely to

collide with the lattice as they are buffeted by Coulombic forces, neutrons, which have

a much lower σn, are unlikely to do so unless Ei>10 keV [Holmes-Siedle and Adams ,

2002, p.73]. Furthermore, because their significant size disadvantage yields such a

low σn, the likelihood of displacement by electrons is only significant for energies

above 125–130 keV [Holmes-Siedle and Adams , 2002; Srour and McGarrity , 1988,

p.73,p.1455].

In all such reactions, the first atom encountered by the particle, the so-called

primary knock-on atom (PKA) or primary recoil atom, receives the largest fraction
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of the momentum [Messenger and Ash, 1992, p.198]. Provided this is sufficient, the

PKA then generates additional V− I pairs through a cascade of analogous elastic

collisions that terminates once the kinetic energy of the secondary atoms drops below

Ed [Messenger and Ash, 1992, p.200], usually within nanoseconds [Holmes-Siedle and

Adams , 2002, p.75]. The end result is the formation of ‘damage tree’ whose terminal

subclusters store the bulk of the incident NIEL energy in the form of thermally stable

defect clusters [Holmes-Siedle and Adams , 2002, p.67]. From the kinematics of this

displacement cascade and the proportionality in (C.20), it is can be shown that the

density of induced Frenkel pairs is a linear function of the energy of the PKA [Kinchin

and Pease, 1955]. Neutrons with Ei>10 keV tend to yield PKA in the range of 103–

106 eV whereas the range is much broader for protons(electrons) which are capable

of producing recoils with energies down to Emin at low(high) Ei on account of their

lower higher(lower) σn and participation in Rutherford scattering [Holmes-Siedle and

Adams , 2002, p.73].37

C.3.2 Recombination and aggregation

Within microseconds of the displacement tree formation, vacancies and interstitials

begin to aggregate into extended defects as well as recombine with one another

[Holmes-Siedle and Adams , 2002, p.64]. Just as for ionizing radiation, the degree

of this recombination (and aggregation) depends upon the density of pairs along the

particle track. By analogy with the columnar(geminate) recombination models for

the e−−h+ pairs generated by high(low) LET ionizing particles (cf. Section C.2.2), the

density of close V−I pairs in the large(small) terminal clusters that result from high-

NIEL(low-NIEL) particles leads to more(less) initial recombination and aggregation

[Holmes-Siedle and Adams , 2002, p.75–76]:

Low-energy PKAs: The low-energy (≤ 5 keV) PKAs generated by low-NIEL

electrons, photons, and low-energy protons, have few knock-ons, yielding sparse

V and I populations along their damage tracks as noted above [Srour and

37For protons, Rutherford scattering tends to dominate the production of low energy recoils (≤ 5
keV) whereas nuclear interactions, which are more efficient, yield recoils with energy in excess of 10
keV. Only the latter process is modeled by (C.20) and (C.21), which ignore Coulombic forces.
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McGarrity , 1988, p.1446]. In this case, clusters are small, weak, and/or rare

[Messenger and Ash, 1992, p.200], and the tendency is for the freshly-formed,

isolated defects to migrate away, often over long distances, before appreciable

recombination or aggregation can occur [Holmes-Siedle and Adams , 2002, p.76].

During this time, the vacancies can serve as efficient traps for minority carriers,

reducing recombination lifetimes as described in Section C.3.4 [Messenger and

Ash, 1992, p.198]. Furthermore, the most probable destination for these

vacancies at the conclusion of their long diffusion paths is a defect-impurity

complex, rather than an extended defect composed of other vacancies [Holmes-

Siedle and Adams , 2002, p.74].

High-energy PKAs: By contrast, only a few point defects migrate away from the

large terminal clusters formed by the surfeit of knock-ons generated by the

high-energy (≥ 10 keV) PKAs of particles with high NIEL, such as neutrons,

heavy ions, and energetic protons in the MeV range [Srour and McGarrity ,

1988, p.1446]. The remainder either annihilate or aggregate into extended

defects, with most dimerizing into V-V and I-I clouds in the latter case [Holmes-

Siedle and Adams , 2002, p.75]. Such clouds can eventually coalesce into even

broader defects, or be released to migrate through the bulk where, being

both thermally stable and electrically active, the divacancy is known to be

an especially important e−−h+ recombination center, reducing mobilities and

increasing leakage currents [Holmes-Siedle and Adams , 2002, p.64], as discussed

in Section 2.1.2.1 and Section 2.1.2.2, respectively.

C.3.3 Defect Migration

Both vacancies and interstitials are highly mobile in Si, so those that survive initial

recombination and aggregation at the site of the terminal clusters tend to rapidly

diffuse away from these regions which, especially for high-NIEL radiation, are of

high concentration [Holmes-Siedle and Adams , 2002, p.75]. The activation energy

and, consequently, the mobility of these isolated defects, as well as any dimerized

aggregates from the cluster, is a strong function of their charge state [Srour and
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McGarrity , 1988, p.1447]. Like the Pb center, both the vacancy and divacancy are

amphoteric with −2, −1, 0, +1, and +2 allowable electron states the occupancy of

which depends upon their location relative to the Fermi level [Messenger and Ash,

1992; Watkins , 1999, p.127–128, p.241]. The singly charged vacancy is particularly

mobile at room temperature [Srour and McGarrity , 1988, p.1447], but since their

activation energies are so low, vacancies can also migrate athermally, that is, at

temperatures below those required for thermal activation, depending upon the

minority carrier levels in the bulk [Watkins , 1999, p.132].

Once the isolated and dimerized defects have migrated to their final location,

they often, though not necessarily,38 become thermally stable by complexing with

impurities or donor(acceptor) atoms of the lattice [Srour and McGarrity , 1988,

p.1447], such as oxygen(phosphorous) [Holmes-Siedle and Adams , 2002, p.74].

Regardless of the specific chemical structure, all such complexes perturb the Si

lattice so as to permit energy levels within the bandgap. Just as the traps in the

various strata of the oxide, as described in Section C.2.4 through Section C.2.6, can

temporarily or permanently immobilize carriers in the oxide, these sites provide a

mechanism for not only the trapping but also the recombination of the complimentary

carrier species in the bulk silicon.39 In the next two subsections, these phenomena

are treated in reverse order, corresponding to their relative import for transistor

degradation, assuming an n-type substrate for the simplicity of identifying the

majority (e−) and minority (h+) carrier species without loss of generality.

38In the remaining cases, multivacancy or multiinterstitial complexes are usually observed [Holmes-
Siedle and Adams, 2002, p.64].

39This distinction is somewhat artificial, since all energy levels within the bandgap can partake in
the same fundamental physical interactions (e.g., hole traps in the oxide also facilitate recombination,
especially bulk and interface traps). In conventional parlance, a defect site which has a high(low)
probability of re-emitting a carrier before facilitating its recombination with one of opposite polarity
is deemed a trap(recombination center). Thus, shallow traps, which lie close to one band but
have a low probability of capturing a carrier from the opposite band, are much less effective as
recombination centers [Messenger and Ash, 1992, p.27]. Conversely, the presence of both carrier
species in the semiconducting bulk, albeit in disparate concentrations, yields much shorter carrier
lifetimes than in the oxide, which requires quantum tunneling of electrons from below, so the bulk
admits treatment of deep trap sites as recombination centers.
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C.3.4 Minority Carrier Trapping

The vacancy itself, along with divacancy and vacancy-impurity complexes, plays a

primary role in trapping minority carriers that have sufficient thermal energy to be

promoted from the conduction band and mediating their recombination with majority

carriers. The increased concentration of these vacancies and their complexes in

response to non-ionizing radiation increases the excess carrier recombination rate,

Γ, by reducing the mean length of time holes spend in the valance band prior to

recombination, known as the minority-carrier lifetime, τp. These are related through

the relationship40

Γ =
N ′p
τp

(C.22)

As would be expected, Γ (usually expressed in cm−3s−1) increases for higher

concentrations of excess holes, N ′p, and shorter lifetimes, but it is the latter that

are affected by vacancy-related defect centers.

The minority-carrier lifetime41 is governed by two distinct recombination mech-

anisms, Shockley-Read-Hall (SRH) recombination and Auger recombination, with

associated time constants of τSRH and τA, respectively, according to [Kerns , 1989,

p.496]:
1

τp

=
1

τSRH

+
1

τA

(C.23)

SRH Recombination: In SRH recombination [Hall , 1952; Shockley and Read ,

1952], the energy level, Et, introduced by a vacancy-related defect complex near

midgap can sequentially trap an electron and hole, from the conduction and valance

bands, respectively, thereby facilitating their recombination without the energetically

40Since both majority and minority excess carriers take part in recombination, it is not immediately
obvious that the steady-state recombination rate should depend only on τp. But, even though the
time-constant associated with steady-state recombination, the carrier recombination lifetime, τΓ, is
indeed the same for both species, that is, τΓ =N ′p/Γ =N ′n/Γ, it is not the case that τp = τn. The
difference arises from the dependencies of τp and τn on injection level, as is explained in Footnote 42.

41It has been suggested [Messenger and Ash, 1992, p.209] that the carrier recombination lifetime
(τΓ) be used in place of the more common minority carrier lifetime (τp), since the two are synonymous
for low level injection. While acknowledging the symmetry of this argument, the latter is employed
herein for historical continuity, noting that even Messenger and Ash [1992] do not adopt their own
suggestion.
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unfavorable need for tunneling across the bandgap [Messenger and Ash, 1992, p.26–

27]. This process is most efficient when Et =EF, in which case the lifetime of minority

carriers depends inversely on volumetric trap number density, Nt, the carrier thermal

velocity, υT, and the capture cross-section at that energy, σn,p(E)=σn,p(EF), according

to:42

τSRH,p =
1

σp(EF) υTNt

(C.24)

Although complete theory is quite complicated [Kerns , 1989, p.495] when

accounting for the continuum of possible Et rather than just EF as in (C.24)

42This relationship only holds for low-level injection, wherein the excess carrier density N ′p =N ′n,
is much less than the initial majority carrier concentration; for n-type Si, this implies N ′p, N

′
n, Npo�

Nno, which explains why Γ is expressed in terms of τp rather than τn in (C.22) [Messenger and Ash,
1992, p.41].

From Footnote 40, recall that

Γ =
N ′p
τΓ

where τΓ is the excess carrier recombination lifetime. By definition, the excess carrier recombination
rate, Γ, reflects the difference between the recombination rates in two cases: equilibrium, when the
hole concentration, Npo, exhibits a lifetime τpo; and after the introduction of N ′p, when the total
population, Np =Npo+N ′p, exhibits a lifetime of τp, such that

Γ =
Np

τp
− Npo

τpo

The analogous case holds for the majority carriers:

Γ =
Nn

τn
− Nno

τno

However, the key difference is that for holes, σp(E) in (C.24) does not change appreciably because
the probability of capture is proportional to Nn and Nn =Nno+N ′n'Nno. Thus, τp =τpo. Utilizing
this fact and equating the first two expressions for Γ gives

τΓ = τpo

Thus, the steady-state recombination lifetime for both types of excess carriers is equal to the
equilibrium lifetime for intrinsic minority carriers. By contrast, whereas under the low-injection
assumption N ′n�Npo, it is not necessarily the case that N ′p�Npo. So the presence of excess holes
can appreciably increase Np, increasing the likelihood of electron capture, σp(E), and resulting in
τn<τno; specifically,

τn =
τno

1 +
N ′p
Npo
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[Messenger and Ash, 1992, p.29], a simplified model with excellent predictive prowess

[Curtis , 1975] can be obtained by decomposing τSRH into three time constants

(τx where x=1, 2, 3) [Messenger and Ash, 1992, p.213],

1

τSRH

=
1

τ1

+
1

τ2

+
1

τ3

(C.25)

each of which employs (C.24) to describe a set of traps that all reside at a single energy

level, Ex, and possess the same capture cross section σx. At low-level injection, when

N ′p is much less than the initial doping Nno [Holmes-Siedle and Adams , 2002, p.78],

recombination is dominated by τ1 since E1 is deep (read efficient). But, asN ′p increases

the E1 traps fill up, so the number available drops and τSRH actually increases until

the shallower E2 traps come into play [Srour and McGarrity , 1988, p.1448]. The E3

traps, near mid-band, are included for empirical accuracy[Messenger and Ash, 1992,

p.215].

Auger Recombination: Eventually, as N ′p increases to the point of high-level

injection (N ′p/Nno � 1), the ever-decreasing lifetime predicted by (C.25) causes

the second term of (C.23) to dominate. At that point, the recombination rate

is limited by Auger recombination,43 which does not depend on the presence of

Nt, but instead allows for non-radiative, band-to-band tunneling in an indirect

bandgap semiconductor such as Si through the inclusion of a third particle to conserve

momentum, typically an neighboring e− or h+ [Messenger and Ash, 1992, p.44]. In

contrast to (C.24), the lifetime depends only on carrier concentration, rather than

trap density, since Γ is fixed at ΓA so that [Kerns , 1989, p.496]:

τA,p =
N ′p
ΓA

(C.26)

43There also exist radiative means of recombination involving the release of photons or phonons.
In the latter case, the momentum and energy released by the recombination event are converted
into acoustic waves launch along the crystal lattice. However, such mechanisms submit less readily
to modeling [Messenger and Ash, 1992, p.25].
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Below the Auger limit, radiation-induced increases ∆Nt in the form of vacancy-

related defects, lead to degradation of τp that obeys a rate-balance equation of the

form44

1

τp

=
1

τpo

+
φD

Kτ

(C.27)

∴ ∆τ−1
p =

φD

Kτ

where φD is the incident fluence of NIEL radiation andKτ is an empirically determined

parameter known as the damage factor [Srour and McGarrity , 1988, p.1448].45

Complex dependencies subsumed in the choice of Kτ , which is specific to the incident

particle type and energy, include: substrate resistivity, initial impurity levels, injection

level, and temperature [Messenger and Ash, 1992, p.216–221]. However, in all cases

there is strong evidence that Kτ scales linearly with NIEL, suggesting that despite

the differences in generation and recombination, discussed in Section C.3.1 and

Section C.3.2, the individuality of different PKAs may become homogenized through

random collisional processes [Holmes-Siedle and Adams , 2002, [p.74–75].

The reciprocal relationship of (C.3.4), which also has been shown to govern

displacement-generated degradation of diffusion lengths and mobility (see Sec-

tion C.3.5) [Srour and McGarrity , 1988, p.1448], dictates the form of the bipolar

gain degradation in Section 2.1.2.1, since the BJT is a minority-carrier device.

C.3.5 Majority Carrier Trapping

Whereas deep traps acting as recombination centers reduce minority-carrier lifetimes

and thus gain in bipolar transistors, shallower trap centers associated with vacancy-

impurity complexes immobilize majority carriers, thereby changing the conductivity

44If, instead of the minority carrier lifetime, its reciprocal, the minority carrier recombination
frequency, fR,p =1/τp, were the quantity of interest, this expression would simply state that ∆fR,p ∝
φD.

45Typical values for Kτ for a pnp transistor at an injection level of 10−3 are: 2×105–4×105 s/cm2,
for 1-MeV neutrons (standard to which all other particles are usually referenced); 104–5×104 s/cm2

for 20-MeV protons; and 3×106–5×107 s/cm2, for 3-MeV electrons [Messenger and Ash, 1992, p.739].
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of doped diffusions. Specifically, acceptor traps such as the divacancy (in both −1

and −2 states), donor-vacancy (−1), and, to a lesser extent, oxygen-vacancy (−1)

complexes, retain electrons from the conduction band, thereby depleting it and leading

to higher resistivity in a process known as carrier removal [Messenger and Ash, 1992,

p.241]. If the reaction rate coefficients for the production of the first two defects are

denoted KV and KDV, respectively, then the acknowledged relationship governing

the majority carrier concentration, Nn, under the influence of carrier removal is

[Messenger and Ash, 1992, p.245]:

Nn = Nnoe
−2φDKDVKV (C.28)

This decrease from Nno to Nn as a function of φD maps directly to an increase in the

resistivity of the bulk, n-type Si, ρn, since the latter is defined as ρ−1
n =QµnNn. So,

it is not surprising that most commonly invoked formulation for ρn takes the form of

[Messenger and Ash, 1992, p.242]

ρn = ρnoe
φD/kn (C.29)

where the exponential coefficient kn is empirically determined but can be interpreted

as the fractional density of trapped electrons according to the relation kn = 1
2
KDVKV

[Messenger and Ash, 1992, p.242].

Augmenting this increase with removed Nn, ρn also grows, by definition, with

NIEL-induced reductions in µn. Typically, such µn(phiD) variations are small relative

to those of Nn(phiD), but this relative primacy shifts with temperature and initial

doping concentrations. When it proves significant, it is possible to factor out the

effects of NIEL on the mobility term by fitting µn(phiD) to a familiar rate-balance

expression, using a semi-empirical damage coefficient, Kµ [Messenger and Ash, 1992,

p.243]:46

1

µn

=
1

µno

+
φD

Kµ

(C.30)

46A typical value of Kµ for neutron spectra incident upon 2 ω-cm n-type Si is ∼3×1018 (V − s)−1

[Messenger and Ash, 1992, p.243].
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This degradation from the unirradiated mobility value, µno, is caused by divacancy

and donor-vacancy complexes that, having trapped electrons, effectively increase the

density of Coulombic scatter centers for free carriers in transit. Specifically, if µn is

partitioned into a component due to scattering from phonon-precipitated energy band

bending, µnl, and a component due to Rutherford scattering from ionized dopant

impurities, µni, according to the Conwell-Weisskopf formula [Messenger and Ash,

1992, p.22]:
1

µn

=
1

µnl

+
1

µni

(C.31)

then the effect of NIEL is to increase the total number of impurity scattering centers

that contribute to the second term, which is the sum of the densities of ionized donor

dopants (ND) and active vacancy-related acceptor traps, ∆Nn = |Nn−Nno|, where Nn

is given by (C.28) [Messenger and Ash, 1992, p.248].
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Appendix D

Antenna Noise in a

Magnetoplasma

For a plasma wave receiver, the noise introduced by the front-end electronics and, in

particular the LNA (cf. Footnote 1 of Chapter 3), should be confined below the

combined thermal and shot generated by the receiving dipole.1 Translating this

consideration into a specification for the LNA in Section 3.1.3.2 requires knowledge of

the antenna noise levels when operating in the magnetoplasma of the radiation belts.

Thus, this appendix examines the theoretical predictions of this noise for electric as

well as magnetic antennas and, for the former, proposes a unified model to describe

the spectrum of this noise over the entire bandwidth of interest.

It assumes familiarity with: the definitions of the key plasma parameters in

Section 1.1, including λD and fp; the effect of the geomagnetic field on particle motion

described in Section A.2.1, particularly cyclotron motion with gyrofrequency fc and

gyroradius rc; and the basics of dipole antenna operation presented in Section 3.1.1.1.

Leveraging these concepts, Section D.1, which comprises the bulk of this appendix,

examines the expected noise for electric field measurements using a cylindrical dipole

antenna, with which SVEPRE is intended to operate, as justified in Section B.1.2.

1This condition assumes that a sufficiently large antenna has been chosen for the mission orbit
so as to keep the antenna noise below the minimum detectable signal. If this is not the case, the
latter sets the bound for the LNA noise floor.

623
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For completeness, Section D.2 offers an abbreviated but analogous treatment of noise

in magnetic field sensors, primarily simple loops and search coils.

Before embarking on the mathematics, a brief notional clarification is in order.

As explicated in Section 3.1.3, the primary noise metric in this work is the spot

noise power spectral density (PSD), as it directly determines spectrogram quality.

In the field of statistical signal processing, this is often represented by Sv(f), with

the subscript emphasizing that it describes the statistics of an underlying random

voltage, vn, whose PSD can be expressed in V2/Hz (cf. Footnote 23 of Chapter 1), as

is the convention in much of this document. Rather than this analytical description of

the stochastic noise process, circuit designers often prefer to work with the measured

fluctuation of vn in terms of the mean-squared noise voltage, En = 〈v2
n〉. Having

been integrated over the full measurement noise bandwidth ∆f (cf. Footnote 22 of

Chapter 3), this is not a spectral density, but (a proxy for) total power. However,

the two are related through [Motchenbacher and Fitchen, 1973, p.10–11]:

Sv(f) =
〈v2

n〉
∆f

=
En

∆f
(D.1)

Since it is shown that the modeling of the antenna noise results from describing its

impedance in terms of lumped circuit elements, expediency dictates that the results

of this appendix be expressed in terms the equivalent RMS noise voltage,2 which is

derived from En as simply en =
√
En. Notably, en(En) converges to the standard

deviation(variance) of Sv(f) over ∆f when the expected value of v2
n is measured over

an infinite duration.

D.1 Electric Antennas

When minimizing dependencies on plasma parameters and pursuing low-noise

applications at the expense of high-frequency performance, the cylindrical dipole

2On occasion it also proves useful to represent the noise through these circuit elements as a
random current in, in which case similar conventions for denoting the PSD Si(f), mean-square noise
current, In =

〈
i2n
〉
, and RMS noise current, in =

√
In are invoked, with the foremost pair of quantities

related though ∆f by analogy to (D.1).
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antenna (hereafter referred to simply as a dipole) is preferred over a spherical double

probe for electric field measurements, as discussed in Section B.1.2. Therefore, the

following pertains to the long, symmetrical dipole of arm-length La and radius ra

invoked in Section 3.1.1.1.

Section D.1.1 expands the introduction to sheath effects in Section 3.1.3.2 to

include the canonical results of Langmuir theory for dipoles, including the resistance

and capacitance of different sheath types. Section D.1.2 then presents an approach

to computing the antenna noise contributions over a range of plasma conditions by

generalizing such resistances and reactances to describe its impedance. Finally, in

Section D.1.3, a four-part piecewise noise model is constructed from the antenna

impedance and applied to simulations of the nominal dipole in this work.

D.1.1 Langmuir Theory

As mentioned in Section 3.1.3.2, the local violation of macroscopic electric neutrality

that occurs near a conductor immersed in a plasma is known as a plasma sheath

whose behavior, for the purposes of this work, can be well described by the

electrostatic probe theory of Langmuir and Mott-Smith [Langmuir , 1929; Mott-Smith

and Langmuir , 1926]. This theory describes the Va-Ia curve of a such a conductor

in terms of its equilibrium floating potential, Vo, defined relative to the ambient

plasma potential infinitely far away, which can be treated as ground [Bittencourt ,

1995, p.281]. The sign of Vo gives rise to two types of sheaths—photoelectric (Vo>0)

and positive-ion (Vo<0)—whereas the slope of the V -I curve yields the small-signal

probe impedance.

D.1.1.1 Antenna Currents

The sign of the floating potential, and thus the sheath character, is determined

by the balance between plasma electrons and ions incident upon the conductor

and photo-electrons emitted from it under exposure to ultraviolet radiation. From

Kirchhoff’s current law (KCL) for charge conservation, this results in the current
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balance described by

Ia = Ie + Ii + Iph (D.2)

where Ia is the total antenna current,3 Ie and Ii the currents of the incident

plasma electrons and ions, respectively, and Iph the current due to the emission of

photoelectrons. The polarity of the terms in (D.2) is defined such that currents on

the left(right) side of the equality flow out of(into) the terminals of the antenna, so

Ie<0.

For a two-component (proton/electron), Maxwellian plasma with respect to which

the probe potential (Va) is calculated and only small deviations from equilibrium

permitted, the currents on the right side of (D.2) obey Langmuir probe theory

[Cauffman and Gurnett , 1972, p.374]. So, for a neutral probe (Va = 0), it can be

shown that the current due to a particle, Ix, where x is either e, i, or ph, is a direct

function of its impact rate upon the probe, νx, given by [Meyer-Vernet and Perche,

1989, p.2409]

νx =
S√
4π
NxυT (D.3)

where υT is the thermal component of the particle velocity provided by kT . Observe

that (D.3) simply describes the impact rate in terms of the surface area subtended

by the probe (S), and the number of particles per unit area that pass by it per unit

time (NxυT). For the three current components of (D.2) under neutral conditions,

this implies [Fahleson, 1967; Hoegy and Brace, 1961, p.24,p.243]:

Ipho = Sjph (D.4a)

Ieo = −SNeq

√
kTe

2πme

(D.4b)

Iio = SNiQi

√
kTi

2πmi

(D.4c)

where jph is the photoelectron current density, which is often determined empirically.4

3For an unbiased antenna, this value is zero; otherwise it is simply the value of the applied
current, defined as flowing out of the antenna terminals in this convention.

4Typical values of jph range from 1.5×10−5–6×10−5 A2/m [Cauffman and Gurnett , 1972, p.375]
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As expected, all three composite currents are proportional to the surface area of a

single dipole element, Sa = 2πraLa. Intuitively, Iph also depends upon illumination

(going to zero at night), whereas Ie and Ii vary instead with plasma conditions.

Although sufficient for a neutral and stationary antenna, these electron(ion)

currents must be extended to account for nonzero antenna voltage, Va(spacecraft

velocity, υs). The former is accomplished by incorporating the Boltzmannn factor,

which governs the density of plasma constituents in the presence of an applied

potential at thermal equilibrium [Bittencourt , 1995, p.181–183]. When Va < 0, the

Boltzmannn factor must be applied to Ie so that Ne sheath falls off exponentially

near the antenna due to Coulomb repulsion. Conversely, for Va > 0, the attraction

of photoelectrons leads to a decrease in particle emission, represented by applying

the Boltzmannn factor to Iph. Thus, the total electron and photoelectron currents,5

in the lower ionosphere to 10−4 A2/m [Fahleson, 1967, p.243] in the topside ionosphere, although
these even these are only good to an order of magnitude and should be considered approximate.

5 The absence of a modified version of (D.6) for ions begs the question as to why their contribution
is not subject to the Boltzmann factor. The answer lies in the Bohm criterion which is implicit in
this formulation of the linearized, positive ion sheath produced by Debye shielding [Bittencourt ,
1995, p.287]. The Bohm criterion

kTi < miu
2
io

demands that the plasma ions effectively be considered cold, so that the kinetic energy associated
with their drift at the plasma fluid velocity upon entering the sheath (uio) exceeds their thermal
velocity [Chevalier , 2007, p.75].

In the case of a receiving antenna, a second, related assumption is also necessary if (D.4c) is to
remain unmodified by the Boltzmann factor [Bittencourt , 1995, p.285]:

kTi � qVS(r)

where VS(r) is the sheath potential, ranging from Vo at the antenna (r=0) to zero at large distances
away (r→∞). Coupled with the Bohm criteria, this assumption that potential energy of the ions is
small compared to their thermal velocity, implies Ni within the sheath is largely unaffected by the
electrostatic field, as it is insufficient to counter their directed kinetic energy. In fact, for a Bohm
sheath it is common to consider Ni ' Nio [Mlodnosky and Garriott , 1963, p.486] since these two
approximations yield [Bittencourt , 1995, p.484–485]

Ni =
Nio√

1− 2qVS(r)
miu2

io

' Nio

This expression only breaks down right near the probe, where the field of VS(r)<0 is strong enough
accelerate the ions.

Incidentally, since this acceleration implies ui > uio throughout the sheath, a more restrictive
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modified from (D.4a) and (D.4b), are

Iph =


Ipho , for Va < 0

Iphoe
−qVa/kTph , for Va > 0

(D.5a)

Ie =


Ieoe

qVa/kTe , for Va < 0

Ieo , for Va > 0

(D.5b)

When addressing the motion of the satellite at constant velocity υs, the disparity

between the masses of ions and electrons dictates that (2kTi/mi)
1/2 < υs �

(2kTe/me)
1/2 (cf. Footnote 5) [Cauffman and Gurnett , 1972, p.374]. This relationship

results in the dependence of Ii, but neither Ie nor Iph, on υs, as the probe

intercepts only the quasi-stationary ions while it flies.6 To a good approximation,

the resulting increase over Iio formulated by Sagalyn et al. [1963, p.205] (which it

itself an approximation to the expressions of Hoegy and Brace [1961, p.52–55]) can

be represented by restating (D.4c) as [Fahleson, 1967; Mlodnosky and Garriott , 1963,

p.487, p.243] as

Ii = SNiQi

√
kTi

2πmi

+
υ2

s

16

' 1

4
SNiQi

[
υs +

√
2kTi

πmi

] (D.5c)

version of the Bohm criteria is often employed, which affirms the discrepancy between the ion
thermal and drift velocities and demands the opposite relationship for electrons [Chevalier , 2007,
p.75]:

meu
2
e � kT � miu

2
i

This expression allows the electron inertia to be neglected, rendering Ne and Nph subject to Va via
the Boltzmann factor in (D.5a) and (D.5b), even though |q|VS(r)�kTe.

6More formally, the random thermal motion of the electrons is sufficiently large that the
intercepted population has no incremental average contribution.
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D.1.1.2 Sheath Character

To unify the preceding discussion across sheath types, assume an unbiased antenna

(Ia = 0) with constant ion current (Ii = Iio) for simplicity and first consider the

case of a low density plasma illuminated by the sun. When the ambient plasma

electron current is not large enough to compensate for the emission of photoelectrons

(|Ie| < Iio +Iph), the latter are attracted to the probe by the resulting positive Vo,

thereby forming a photoelectric sheath whose thickness, according to (1.1), is given

by the photoelectron screening distance [Cauffman and Gurnett , 1972, p.376]:

λDph =

√
kTphε0
Nphq2

(D.6)

On the other hand, at high ambient densities and low illumination levels, the

photoelectric effect is not sufficient to offset the large incident electron current, so

|Ie|>Iio+Iph, and the accumulation of negative charge on the antenna due to Ie repels

further electrons up to a distance of λDe [Cauffman and Gurnett , 1972, p.376]. At this

equilibrium, the probe assumes a negative floating potential and the absence of plasma

electrons in the surrounding space-charge region screens the probe by leaving behind

a positive-ion sheath. In the magnetosphere, the transition from a photoelectric

sheath to a positive-ion sheath typically occurs when the density exceeds 102–103

cm−3 [Gurnett , 1998, p.125], so when traversing the plasmasphere on radiation-belt

orbits, both forms are encountered.

Using this bifurcated reasoning, the floating potential of the unbiased antenna

that results from setting Ia = 0 in (D.2), is [Cauffman and Gurnett , 1972; Fahleson,

1967, p.374,p.243]:

Vo =


−kTe

q
ln

( −Ieo

Ii + Ipho

)
, for positive ion sheath

kTph

q
ln

(
Ipho

−Ii − Ieo

)
, for photoelectric sheath

(D.7)
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D.1.1.3 Sheath Resistance

When a small differential voltage, dVa, is applied to the antenna terminals, there

is a corresponding change in the particle current impinging on the antenna that,

according to (D.2), changes the total current Ia. In a small-signal model, where

the applied potential is considered a small deviation from the floating potential bias

point, that is, Va = Vo +dVa, the current component that changes in phase with the

applied voltage can be represented by a differential small signal resistance such that

[Mlodnosky and Garriott , 1963, p.485]:

RS = 2
dVa

dIa

∣∣∣∣
Va=Vo

(D.8)

where the factor of two describes the series combination of the small signal resistances

of each arm as seen from the differential antenna input (i.e., ∆Va =2dVa).7 Equation

(D.8) is known as the sheath resistance of an unbiased dipole, and models the power

dissipation due to the loss of momentum associate with particle impacts in response

to an applied potential. Substituting (D.5) into (D.2) and taking the derivative with

respect to Va, results in a quantity whose reciprocal in (D.8) gives [Cauffman and

Gurnett , 1972, p.376,p.126]:

RS =


2
kTe

q

1

Ii + Ipho

, for positive ion sheath

−2
kTph

q

1

Ii + Ieo

, for photoelectric sheath

(D.9)

D.1.1.4 Sheath Capacitance

When a small differential voltage is applied to the antenna terminals, dVa, there is a

resulting change in the sheath radius. For instance, in the case of a positive-ion sheath,

7 In the discussion of antenna impedance throughout this document, all quantities are treated as
differential. Since it is common in the literature to simply describe the resistance and capacitance
of the individual dipole arms, this is a nonstandard choice. According to this convention, the
differential voltage and current of the antenna, ∆Va and ∆Ia respectively, are related to those of the
individual arms Va+ and Ia+ (or Va− and Ia−) by ∆Va =Va+ − Va− and ∆Ia =Ia+ − Ia−, such that
Za =∆Va/∆Ia.
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ra

La
rS

Ie

Ii

Va+=Vo

Ie

Ii

+
∆Va = 0

Va—=Vo

(a) Balanced.

Ie

Ii

Ie

Ii

+

Va—=Vo — dVa

Va+=Vo + dVa

dI

dI

∆Va = 2dVa

(b) Unbalanced.

Figure D.1: Bias-dependent geometry of a positive-ion sheath surrounding a dipole
antenna. As opposed to (a) the ideal, balanced case in which the sheath is
cylindrically symmetric for ∆Va = 0, application of a (b) small positive bias
(∆Va =2dVa) increases(decreases) the electron current to the positive(negative) arm,
reducing(expanding) its sheath radius, rS. Lengths of current arrows are proportional
to magnitude. Dimensions exaggerated for clarity.

the radius around the more positive conductor collapses due to its higher affinity for

electrons, while the sheath around the more negative conductor expands [Mlodnosky

and Garriott , 1963, p.485–486], as shown in Figure D.1.8 This expansion(contraction)

increases(decreases) the ion space charge in the sheath and since this charge must be

neutralized by the charge on the dipole according to Poisson’s equation,9 there is a

corresponding increase(decrease) in the antenna surface charge.

8Note that the definition and computation of the sheath radius are rather involved [Mlodnosky
and Garriott , 1963, p.488]. So, although it is comparable to λDe(λDph) for the a positive-
ion(photoelectric) sheath, as discussed in Section D.1.1.2, it merits further consideration later.

9 To isolate the sheath impedance, assume that the plasma beyond its radius is connected to an
infinitely conducting ground so that no fields are able to penetrate it; by definition, this plasma is at
zero potential. This eliminates all contributions of the antenna radiation resistance. It also implies
the ion sheath charge is exactly balanced by the charge on the surface of the antenna [Wang , 1970,
p.113–115].
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In a gross simplification that assumes Ne = 0 and Ni =Nio within the radius of

the sheath, rS [Jastrow and Pearse, 1957, p.416],10 its behavior is akin to that of

the depletion region between the oppositely doped semiconductors. Thus, the charge

balance in this situation can be modeled as a capacitance, CS, by analogy with the

depletion capacitance of a p-n junction. The reactive nature of this behavior is even

more evident for an antenna, since the charge on its surface is 90◦ out of phase with its

potential because Ea =−∇Va =ρq/ε0, where ρq is the antenna surface charge density,

such that the total charge of one element is Qa+ =Qa−=2πraLaρq.

In a small-signal model where, as above, Va = Vo +dVa, this current component

that changes in quadrature phase with the applied voltage can be represented by a

differential small-signal capacitance such that [Mlodnosky and Garriott , 1963, p.485]

CS =
1

2

dQa

dVa

∣∣∣∣
Va=Vo

(D.10)

where the factor of one-half describes the series combination of the small-signal

capacitances of each arm as seen from the differential input (cf. Footnote 7); (D.10)

is the sheath capacitance of an unbiased dipole. By assuming that the sheath edge,

located at radius rS from the axis of the dipole in a cylindrically symmetric coordinate

geometry, is an abrupt boundary between the infinitely conducting plasma and the

space charge region, then the charge stored on each dipole arm, Qa in (D.10), is

[Mlodnosky and Garriott , 1963, p.488]

Qa = −NiQiπ
(
r2

S − r2
a

)
La (D.11)

To then model the relationship between the sheath radius and antenna potential

required by (D.10), simply solve Poisson’s equation under all the above assumptions

to find [Jastrow and Pearse, 1957, p.416]:

2ε0Va = NiQi

[
−r2

Sln

(
rS

ra

)
+

1

2

(
r2

S − r2
a

)]
(D.12)

10See Footnote 5 for a rudimentary justification of these conditions under the assumptions of a
Bohm sheath.
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Taking the derivatives of (D.11) and (D.12) with respect to rS, evaluating them at Vo,

and substituting into (D.10) gives a general result for the capacitance of the sheath,

regardless of its composition,11 as [Mlodnosky and Garriott , 1963, p.488]

CS =
πε0La

ln(rSo/ra)
(D.13)

where rSo is the equilibrium sheath radius obtained from evaluating (D.12) at the

floating potential.

Since CS appears in parallel with RS of (D.9), between the plasma ground and the

antenna terminals, the complex, small-signal, differential sheath impedance is simply

ZS = RS ‖ CS. At frequencies above(below) ωS = 1/2πRSCS, the sheath exhibits a

primarily capacitive(resistive) character. Notably, RS depends much more heavily on

the plasma parameters than CS since the latter, as expected, is primarily a function

of antenna geometry [Gurnett , 1998, p.127].

D.1.2 Noise Sources

Broadly speaking, the two forms of noise afflict the measured voltage at the antenna

terminals, ∆Va—thermal noise and shot noise. This section employs a set of piecewise

approximations to render these noise behaviors mathematically tractable, as it is

extremely difficult to derive analytical expressions that hold over the wide range of

plasma conditions and wave frequencies encountered in the radiation belts.

D.1.2.1 Thermal Noise

For calculations of thermal noise, the probe is typically considered to be a grid antenna

or filamental dipole whose surface area is negligible [Meyer-Vernet and Perche, 1989,

p.2407]. When the plasma is homogeneous, stationary, and in thermal equilibrium

11Although the development in this section proceeded from the assumption of a positive-ion sheath
within which Ne = 0 and Ni =Nio, a similar assumption can be employed in the photoelectric case
[Gurnett , 1998, p.126]. Since the resulting CS of (D.13) is largely a function of geometry anyway,
the only differences arise from the computation of rSo via (D.12).
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with the probe, it has been shown by [Meyer-Vernet , 1979, p.5374] that the mean-

squared noise generated at the antenna terminals by the random motion of charges

in the plasma, e2
T, simply reduces to the Nyquist formula,

e2
T = 4kTaRe{Za}∆f (D.14)

where Ta and Za represent the absolute temperature and overall impedance of the

antenna. The strategy in Section D.1.3 is to undertake detailed derivations of Za

under various circumstances to allow direct calculation of the thermal noise PSD

from (D.14).

D.1.2.2 Shot Noise

Shot noise results from the random timing of impacts upon and emission from the

surface of the antenna by discrete charge quanta.12 For each DC current through the

antenna, Ix, the exponential distribution of the time between charge arrivals gives

rise to a Poisson process hx of standard deviation Q, so the average impact/emission

rate is Γx = Ix/Q. Thus, the mean-squared noise current resulting from each such

process is

i2x =
〈
|Hx(f)|2

〉
Γx∆f = 2Q2 Ix

Q
∆f = 2QIx∆f (D.15)

where the folding that accompanies the use of a single-sided Fourier transform Hz(f)

to determine the average power (read variance) of hx results in the factor of two.

Assuming an unbiased antenna, the cumulative shot noise from the three currents of

12To eliminate these impacts, insulated probes are sometimes flown, as on Geotail [Matsumoto
et al., 1994, p.64]. Although this approach proves valuable for Langmuir probes, the presence of
the cladding can result in both high capacitance and reduced radiation efficiency that are highly
undesirable for wave receivers.
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(D.5) yields an equivalent mean-squared noise voltage, e2
s of

e2
S = 2qIx |Za|2 ∆f

=


2qSNe

√
kTe

2πme

eqVo/kTe |Za|2 ∆f , for positive ion sheath

2qSjphe
−qVo/kTph |Za|2 ∆f , for photoelectric sheath

(D.16)

where x takes on values of either e or ph depending on the sign of the floating potential.

To simplify future computations, an alternative but logically equivalent method

for representing shot noise in terms of the sheath resistance is now presented. After

all, as described above, RS already models the same random process—the exchange

of energy at the antenna surface due to the impact or emission of electrons with a

Maxwellian distribution of thermal velocities. Thus, the Johnson-Nyquist noise of RS

is numerically equivalent to the shot noise described by (D.16) according to

e2
T

∣∣
RS

=
4kTx
RS

|Za|2 ∆f

=
4kTx

2 (kTx/qIx)
|Za|2 ∆f

= 2qIx |Za|2 ∆f

= e2
s

(D.17)

D.1.2.3 Total Noise

Obviously, the total antenna noise must account for both the thermal and shot

contributions. If (D.14) is employed to describe the former, then the shot noise

can be incorporated using either (D.16) or (D.17). But, in the former case, when

adding (D.16) to (D.14), sheath contributions must be ignored when calculating

Re{Za} in (D.14) by substituting the modified, sheathless impedance Z ′a; this method

treats sheath noise as shot type. In the latter case, using the full Za in (D.14),

thereby including contributions from RS, implicitly handles the addition of (D.17);

this method treats sheath noise as thermal. To clarify, it would be redundant to both
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include RS in the Re{Za} term of (D.14) and add to it (D.16), because the former

step already accounts for the sheath noise via the effective thermal noise of (D.17).

Thus, the total noise of the antenna, as represented by mean-square noise voltage

e2
a, can be computed either in terms of Z ′a, as

e2
a = e2

T + e2
s =


(

4kTe

R′a
+ 2qIx

)
|Za|2 ∆f , for Za = Ra ‖ jXa

(
4kTeRe{Z ′a}+ 2qIx |Za|2

)
∆f , for Za = Ra + jXa

(D.18)

or in terms of the total antenna impedance Za (which includes RS) as

e2
a = e2

T + e2
s =


4kTe

Ra

|Za|2 ∆f , for Za = Ra ‖ jXa

4kTeRe{Za}∆f , for Za = Ra + jXa

(D.19)

both of which allow direct computation whether the antenna impedance is derived in

terms of a parallel (Za =Ra ‖ jXa) or series (Za =Ra + jXa) equivalent impedance

topology.

D.1.3 Dipole Impedance

While the impedance of a dipole in free space demonstrates a straightforward

dependence on wave frequency, f, immersion in a thermal plasma drastically alters

this result. In particular, Za demonstrates a strong resonance at fp, the mathematics

of which are quite complex, limited in their generality, and beyond the scope of this

appendix. Meanwhile, at frequencies well above or below fp, the effective impedance

varies from nearly that of an antenna in free space to simply that of the plasma sheath

itself. Consequently, the analysis to follow is divided according to broad frequency

regions over each of which the impedance is captured by a single model. These are

delineated by the relationship of the normalized wave frequency f ′=ω′/2π=f/fp to

unity.

Although the dominant contributions to Za are substantially different across the
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Homogeneous plasma

La

RS/2

Rr/2

2Cr

La

RS/2

Rr/2

2Cr

Za

Figure D.2: Generalized model of dipole antenna impedance. In a given frequency
regime, the differential antenna impedance, Za, is expressed as a combination of
lumped elements representing losses to the sheath (RS) and wave fields (Rr, Cr) whose
relative sizes vary. Although depicted as grounded, distant plasma is not subject to
this restriction in all frequency regimes.

frequency range of f ′, a generalized model of the total antenna impedance can be

constructed as shown in Figure D.2 [Chevalier , 2007; Meyer-Vernet and Perche, 1989,

p.2409]. In addition to sheath effects, this model captures the radiation impedance,

Zr, in terms of resistance Rr
13 and capacitance Cr.

14

The appearance of RS in parallel with Zr, rather than in series as proposed by

many other authors merits some qualitative comments. Without loss of generality, the

series representation of the real and imaginary components of the radiation impedance

13 Of primary concern here is the portion of the radiation resistance responsible for sensing (and,
by reciprocity, exciting) plasma or electroacoustic waves, Rr,pw [Whale, 1963a, p.421]. Indeed,
this greatly exceeds the component of Rr responsible for energy associated with ‘normal’ or
electromagnetic waves, Rr,nw, for all cases except f ′� 1 [Schiff , 1970, p.1489]. To see why, recall
that for a short dipole, the free space radiation resistance [Stutzman and Thiele, 1998, p.46]:

Rr,nw|free space = 20π2

(
2La

λ

)2

= 20(kLa)2

is already quite small since kLa�1. But, in a cold, isotropic plasma, this is modified by the relative
permittivity, Kε =

√
1− f ′−2 [Whale, 1963a, p.416]. Unless f ′� 1, Rr,nw is even smaller than its

free space value, vanishing completely when f ′< 1. Thus, in all but Section D.1.3.4, Rr,nw can be
ignored, leaving Rr =Rr,pw [Balmain, 1965, p.564].

14The designation of Cr as the radiation capacitance is purely for subscript consistency—clearly
the reactive component of its impedance cannot radiate any power. Instead, this element merely
subsumes all reactive terms in Za from sheath effects to the free-space capacitance of (3.18).
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in terms of Zr =Rr + jXr where Xr =−1/ωCr is standard practice [Whale, 1963a,

p.415–416].15 Rr accounts for the power radiated into the plasma as displacement

current in order to satisfy continuity with the antenna conduction current [Stutzman

and Thiele, 1998, p.8], whereas Xr represents the energy driving the oscillating

charge distribution on the antenna surface; for sinusoidal fluctuations, this charge

and its electric field are in phase quadrature with the current, the former being its

integral. In the presence of a sheath, Xr is governed by the neutralizing effect of

the shielding charges, as discussed in Section D.1.1.4, so Cr approaches CS under

electrostatic conditions (f ′→0). Meanwhile, RS represents an alternate but parallel

means of antenna-plasma power transfer due to the momentum exchange from carrier

impacts/emissions, as described in Section D.1.1.3, the quantum nature of which is

not captured by Maxwell’s equations governing Rr.
16 As such, Rs and the shot noise

it represents should appear in parallel with Zr under all conditions [Meyer-Vernet and

Perche, 1989, p.2409]. Subsequent discussions explain simplifications to this model

based upon the relative sizes of its components in the various frequency regimes.17

D.1.3.1 Low-Frequency Regime

At frequencies well below fp, f ′� 1, consideration of the dipole impedance centers

on the sheath contributions since the coupling to the plasma, and thus the radiation

resistance for plasma waves, is dominated by the inhomogeneous sheath region near

the antenna, rather than the homogeneous background. That is, Rr can be neglected

15The antenna is presumable constructed of good (i.e., perfectly) conducting material, so that
Ohmic losses can be ignored [Stutzman and Thiele, 1998, p.44].

16The neglect of the physical presence of the antenna, which is represented as a current sheet,
and the prevention of electron exchange between the plasma and the conductor, imposed by a rigid
boundary condition, are well-known limitations of the induced emf method used to calculate Zr

throughout this section [Balmain, 1965, p.565].
17Since RS appears in parallel with the series combination of Rr and Cr, it is very cumbersome

to construct the Z ′a required by (D.18). Ideally, given a fully parallel(series) representation of Za in
terms of Rr‖, Cr‖, and RS‖(Rrs, Crs, and RSs), the thermal noise of RS could be ignored simply by
letting RS‖→∞(RSs→0), thereby eliminating its noise contribution without changing the relevant
impedance. But, instead of the performing the series-to-parallel transformation to achieve one of
these representations, which would only be valid over a narrow frequency range, it is assumed that
Rr =Rr‖=Rrs and Cr =Cr‖=Crs.
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[Mlodnosky and Garriott , 1963, p.486].18 In addition, the reactive portion of the

radiation impedance is presumably dominated by CS, since ρq is governed by the

thermally driven electrostatic shielding rather than the comparatively small wave

fields (cf. Footnote 5), allowing CA to be omitted and yielding Za = RS ‖ CS = ZS

[Mlodnosky and Garriott , 1963, p.486]. Thus,

Re{Za} = Re{ZS} = Re

{
RS

1 + jωRSCS

}
=

RS

1 + ω2R2
SC

2
S

(D.20)

Correspondingly, with the use of the series form of (D.19), since Z ′a makes little sense

here, the noise seen at the terminals of the antenna is:

e2
a =

4kTeRS

1 + ω2R2
SC

2
S

(D.21)

Depending upon the sheath character, the corresponding RS from (D.9) should be

substituted into (D.21). In only accounting for the shot noise ofRS, which is effectively

due to those particles which reach the antenna, this result ignores noise contributions

from the fields induced on the antenna either by particles in the plasma beyond the

sheath (which is implicitly assumed to be grounded according to Footnote 9) or by

those which enter the sheath but never actually contact the conductors.

D.1.3.2 Mid-Frequency Regime

For f ′ < 1, the imminent onset of the plasma frequency resonance begins to

alter the nature of the antenna’s resistive component, giving rise to modeling

complexities. As a result, this problem has been historically been treated with both

the full, Vlasov kinetic theory embodied by (1.10), and with the hydrodynamic fluid

18In the parlance of Footnote 13, the strong plasma coupling for f ′�1 in the low-frequency regime
minimizes the effect of Rr,nw, while the dominance of sheath effects within that coupling renders
Rr,pw negligible. The presence of a positive-ion sheath is commonly subsumed into an effective
relative permittivity K ′ε =

√
1− f ′′−2 derived from f ′′, which accounts for the lower in electron

density (and, thus, lower ωpe) within the sheath [Whale, 1964, p.453]. The effect of larger K ′ε is to
diminish both Rr,nw ∝

√
K ′ and Rr,pw ∝ 1−K ′/

√
K ′ [Whale, 1963b, p.472], relative to RS.
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approximations such as those encapsulated by the moments of Table 1.1.19 Typically,

the former(latter) has been applied to isotropic(anisotropic) plasmas,20 with sheath

inhomogeneities frequently omitted in both cases. Although cold plasma results can

be extended to include finite temperature through the inclusion of a scalar pressure

term in the hydrodynamic equations [Chevalier , 2007, p.7] (e.g [Wang and Bell ,

1972]), the more difficult pursuit of kinetic theory in this regime [Balmain, 1972,

p.772] is necessary to accurately model the dispersion relation for plasma waves as

their periods grow short enough that a cold, thermally equilibrated plasma can no

longer be assumed [Schiff , 1970, p.1489]. Specifically, the component of Rr below

the plasma frequency due to Landau damping (cf. Footnote 26 of Chapter A) is only

apparent when using the dispersion relation of Vlasov kinetic theory in the range

f ′<1 [Kuehl , 1966, p.975].

In addition to omitting collisions and the ambient magnetic field, as noted

above, seeking a rigorous, closed-form derivation using kinetic theory necessitates

the approximation of a grid antenna in a homogeneous plasma, effectively neglecting

shot impacts and sheath coupling. Although compensation for the former is simple

and additive [Meyer-Vernet and Perche, 1989, p.2407], it is of little consequence

since the resonant behavior overwhelms such second-order, stochastic effects. But,

the more difficult inclusion of the sheath reveals substantial deviations from otherwise

approximated solutions [Meyer-Vernet et al., 1978, p.71]. To begin, both shot noise

and sheath effects are neglected. Later, corrections to the impedance expressions

address these shortcomings.

The induced emf method for determination of receiving antenna impedance, Za

19Not all hydrodynamic treatments employ the moment method. As an example, Wang and Bell
[1969] use a spatial Fourier transform of the phasor representations of Maxwell’s equations for a
linearized hydrodynamic fluid to arrive at full-wave solutions in terms of the ‘principal-polarized’
modes. Others have employed even more approximations via quasi-electrostatic theory [Balmain,
1964, p.605].

20For analytical tractability, kinetic formulations for warm (or compressible) plasmas tend to
avoid the anisotropy that would result from the presence of magnetic field, whereas hydrodynamic
theory is used to treat magnetoplasmas without finite temperature, deemed cold (or incompressible)
[Balmain, 1972, p.772]. However, there exist notable exceptions, including the use of tensor pressure
theory to apply hydrodynamics to warm plasmas by Meyer and Vernet [1974] and use of kinetic
theory for anisotropic plasmas by Nakatani and Kuehl [1976].
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[Balmain, 1965, p.565] simply performs the integration of the current density along

the antenna, Ja(l), against the field to be measured, E(l, t), as inferred from the

Poynting theorem. Once normalized by the squared magnitude of the peak current,

I0,21 this gives [Schiff , 1970, p.1490]

Zr = − 1

|I0|2
∫ La

−La

E(l) · J∗a(l) dl (D.22)

or, in Fourier space, [Schiff , 1970, p.1490]

Zr =
1

(2π)3 |I0|2
∫ ∞

0

E(K) · J∗a(K) dK (D.23)

where the asterisk denotes complex conjugate of a phasor quantity.

For an isotropic, Maxwellian plasma, wherein fc�fp, and assuming a triangular

current distribution along the axis of the antenna for |l|<La,22 namely

J∗a(l) =
I0

2πra

[
1− |l|

La

]
δ(r − ra) l̂ (D.24)

it can be shown [Schiff , 1970, p.1491] that the antenna impedance for plasma waves

reduces to the familiar

Zr =
4j

π2ε0ω

∫ ∞
0

F1(KLa) J2
0 (Kra)

DL(ω,K)
dK (D.25)

where J0 is the ordinary zero-order Bessel function and the following definitions from

21The peak current always occurs at the antenna terminals, so I0 =I(0).
22Although radiation-belt plasma is neither in thermal equilibrium (being practically collisionless)

or isotropic (being magnetized) the assumption of an isotropic plasma with a Maxwellian velocity
distribution is typically employed near the plasma frequency because it produces good(better)
approximations of the antenna noise(impedance) [Meyer-Vernet and Perche, 1989, p.2407]. The
approximation of a triangular current distribution is much less easily justified [Balmain, 1965;
Chevalier , 2007, p.565,p.53–54], but its traditional adoption in exchange for restricting the results
to short dipoles [Balmain, 1964, p.609] is sufficient for this work, where it is valid since ra�λD and
kLa�1 [Meyer-Vernet and Perche, 1989, p.2406].
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Kuehl [1966, p.972] are adopted for the dipole:23

F1(y) =
ySi(y)− y

2
Si(2y)− 2sin4

(y
2

)
y2

(D.26)

DL(ω,K) = 1− 1

2λ2
DeK

2
Z ′p

(
ω

K

√
me

2kTe

)
(D.27)

By expressing E(K) in terms of JaK(u)sing the DL(ω,K) to describe the plasma

permittivity, the preceding development of (D.25) from the induced emf method

and a triangular current distribution was left sufficiently general that it applies to

both hydrodynamic and kinetic theory. However, the choice of the latter to express

DL(ω,K) in (D.27),24 reflects the aforementioned preference.

To evaluate the expression for Zr in this frequency regime, further assume that the

antenna is filamental (ra � La and Kra � 1) and long compared to the Debye length

(La�λDe and KLa�1). In these limits, F1(y) ' π/4y and |DL| ' 1 + (KλDe)
−2), so

the resulting antenna resistance and reactance simplify to [Meyer-Vernet and Perche,

1989; Schiff , 1970, p.2409,p.1492]:

Rr = Re{Zr} =

√
π/2

4ε0ωpeLa

=
1

4ε0

√
πme

2k
× λDe

La

× 1√
Te

(D.28)

Xr = Im{Zr} = − ln(λDe/ra)

πε0ωLa

(D.29)

23In (D.26), the sine integral function has been denoted by

Si(y)=
∫ y

0

sin t
t

dt

and, in (D.27), Z ′p refers to the longitudinal plasma dispersion function for a Maxwellian distribution,
tabulated and defined by Fried and Conte [1961, p.1] as having real part proportional to the Hilbert
transform of a Gaussian.

24For hydrodynamic theory, the dispersion function corresponding to (D.27) would be [Schiff ,
1970, p.1490]:

DL(ω,K) = 1− 1
(ω/ωpe)2 − 2λ2

DeK
2
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From (D.29) it is clear that the capacitive portion of the antenna impedance,

Cr = − 1

ωXr

=
πε0La

ln(λDe/ra)
(D.30)

is still dominated by the capacitance of the sheath in this regime, though it differs

from (D.13) in using a sheath radius of λDe rather than rSo.

From this result, it is typically concluded [Gurnett , 1998, p.126] that once a non-

zero radiation impedance is introduced, the sheath radius can be approximated simply

as the Debye length of the sheath’s governing charges, rather than solving (D.12) to

determine the actual sheath radius as a function of Va. That is, if La � λDe � ra,

which is the case for the radiation-belt altitudes (2 � L � 7) and if the antenna

lengths of interest (here, La = 10 m) satisfy La/ra ≥ 100 (i.e., ra ≤ 10 cm), then the

sheath can be approximated as having uniform thickness across the antenna, with a

capacitance equal to that of a coaxially aligned pair of the conductors whose interior is

treated as free-space (cf. Section D.1.1.4), so [Cauffman and Gurnett , 1972, p.376]:25

CS =


πε0La

ln(λDe/ra)
, for positive ion sheath

πε0La

ln(λDph/ra)
, for photoelectric sheath

(D.31)

Using the modified sheath radius of (D.31) and no longer neglecting Rr as in the

low-frequency regime, the equivalent series impedances needed for (D.18) and (D.19)

25To reconcile (D.31) and (D.13) intuitively, note that once the grounded plasma restriction used
to derive the equilibrium capacitance in (D.13) is removed (cf. Footnote 9), such that signals can
be radiated into the plasma, only a fraction of the antenna potential is dropped across the sheath.
Thus, the potential in response to which the antenna charges redistribute is only a fraction of the
potential difference applied to the antenna terminals. This effectively increases the capacitance and
results in the smaller sheath radius since, typically, λD<rSo.
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are

Re{Z ′a} = Re

{
Rr +

1

jωCr

}
= Rr (D.32)

Za =

(
Rr +

1

jωCr

)
‖ RS=

RS (1 + jωCrRr)

1 + jωCr (Rr +RS)
(D.33)

Employing (D.32) and (D.33) to compute the noise from the series forms of (D.18)

and (D.19), respectively, yields:

e2
a = 4kTeRr + 2qIxR

2
S

(
1 + ωC2

rR
2
r

1 + ω2C2
r (Rr +RS)2

)
∆f (D.34)

e2
a = 4kTeRr

(
ω2C2

rR
2
s

1 + ω2C2
r (Rr +RS)2

)

+ 4kTeRS

(
1 + ωC2

rR
2
r

1 + ω2C2
r (Rr +RS)2

)
∆f

(D.35)

Notably, invoking the definition of RS in (D.9) reveals that the second terms of (D.34)

and (D.35) are identical, whereas the disparity between their first terms results from

the approximation described in Footnote 17 and vanishes when taking the limit as

RS→∞.

Proceeding from (D.34) given this equivalence and assuming that Rr�RS since

the radiated power remains small for f ′<1,

e2
a = 4kTeRr + 2qIx

(
R2

S

1 + ω2C2
rR

2
S

+
ωC2

rR
2
rR

2
S

1 + ω2C2
rR

2
S

)
∆f (D.36)

Next, to simplify the shot noise (second) term, note that the second fraction within

the parenthesis is always be negligible in this frequency regime, as long as (RSCr)
−1 �
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ω � (RrCr)
−1 [Meyer-Vernet and Perche, 1989, p.2409]. Thus, (D.36) reduces to

e2
a =

λDe

√
πmekTe√
2ε0La

+
23/2ra

√
mekTe

π3/2ε0La

ln2(λDe/ra)

f ′2
eqVo/kTe∆f

=
1

ε0La

√
2mekTe

π

(
πλDe

2
+

2ra ln2(λDe/ra)

πf ′2
eqVo/kTe

)
∆f

(D.37)

after substitution of (D.5b), (D.28), and (D.31) for positive ion sheaths.

As promised, (D.37) includes a term to address shot noise that would otherwise

have been omitted from the grid antenna derivation (e.g., [Schiff , 1970]). But, no

attention has yet been paid to the assumption of plasma homogeneity inherent in

the Nyquist formulation of the noise. Since the plasma is clearly inhomogeneous in

the sheath region surrounding the antenna, it is reasonable to assume that the actual

resistance of the antenna at frequencies just below fp should be higher than expressed

in (D.28) and (D.29).

In fact, Meyer-Vernet et al. [1978, p.70] shows that the mid-frequency resistance

increases by several orders of magnitude when expressions are modified to account for

sheath inhomogeneities. Specifically, when modeled with an abruptness coefficient,

αS,26 rather than as a vacuum sheath as in the formulation of [Gurnett , 1998], the real

part of the antenna impedance exhibits secondary resonances below fp for 0.8<f ′<1.

However, the locations of these peaks depends strongly on the chosen value of αS,

which is empirical.

Thus, for simplicity, this treatment does not precisely model the noise properties

very close to the plasma frequency. Results given in the section can be applied over

0.8<f ′<0.95 assuming αS>0.5 with the realization that, while the maximum value

of the noise floor is bounded by the expressions in the next section, resonant peaking

may occur over the noted interval if, in practice, αS<0.5 [Meyer-Vernet et al., 1978,

p.71].

26Intriguingly, this model is logically equivalent to that used to captured the abruptness of graded
germanium diffusions in SiGe HBTs [Hastings, 2006, p.356].
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D.1.3.3 Resonant Regime

At f ′ ' 1, the antenna impedance experiences a resonant peak the mathematics

surrounding which are exceedingly complex. Since the peak is quite narrow relative

the overall bandwidth of interest, approximate results for the maximum responses are

sufficient to bound the model in lieu of an analytical expression.

Meyer-Vernet et al. [1978] indicates that in this regime, thermal noise dominates

and is fundamentally dependent upon the induced antenna potential due to incident

plasma waves of wave number

kp =
1

λDe

√
f ′2 − 1

3
(D.38)

provided kλDe � 1. For antennas that satisfy La � λD this peak occurs at normalized

frequency

f ′peak ' 1 + 8

(
λDe

La

)2

(D.39)

with a value given by

e2
T =

0.04

ε0

La

λDe

√
πmekTe

2
∆f (D.40)

D.1.3.4 High-Frequency Regime

For frequencies exceed the plasma frequency as f ′ � 1, both the resonant behavior

of the antenna and the sheath effects are negligible. In essence, the antenna behaves

as though in free space and, consequently, exhibits a primarily capacitive impedance

characteristic of short dipoles. Neglecting plasma effects and assuming once again

that La�λDe allows the approximations of F1(y) ' π/4y and |DL| ' 1 in (D.26) and

(D.27), respectively, where the latter is obvious since there is no plasma dispersion
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[Schiff , 1970, p.1493]. The impedance resulting from these simplifications is

Rr = Re{Zr} =
ω2

p

2ε0ω3La

=
1

2ε0

√
me

k

λDe

La

1√
Te

1

f ′3
(D.41)

Xr = Im{Zr} = − ln(La/ra)− 1

πε0ωLa

(D.42)

Confirming the qualitative description of this regime as being equivalent to free space,

Xr dominates Rr with increasing frequency above fp, such that the impedance in the

limit is given by strictly Cr, where

Cr = − 1

ωXr

=
πε0La

ln(La/ra)− 1
(D.43)

matches the well-known definition of CA in (3.18).

Since shot effects are irrelevant in his regime,27 the total noise is given by the

thermal behavior

e2
T = 4kTeRe{Za} =

2λDe

√
mekTe

ε0Laf ′3
∆f (D.44)

D.1.4 Summary

Table D.1 summarizes the impedances and noise levels over each of the frequency

regimes described above. Together with the nominal plasma and antenna parameters

of Table D.1.4, these model equations serve as the basis of the code for simulating

the noise predictions at L=2 and L=4 shown in Figure 3.9.

D.2 Magnetic Antennas

In space science, magnetic field measurements are often performed with one of two

designs: simple loop or search coil. As the name implies, the loop design consists of

Na turns of wire wound into standard geometry (e.g., circle, square, triangle, etc.).

27The omission of RS is justified intuitively from the free-space treatment, as the sheath does not
have time to form, so there is no net charge accumulation.
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Property Symbol Inner zone Outer zone Units

Antenna parameters

Dipole

Lengtha LTT 20 m
Radiusa ra 5 cm

Satellite

Speedb υs 5 km/s
Altitude L-shell 2 4 RE

Plasma parameters

Electrons

Densityb,c Ne 2×109 3×108 m−3

Temperatureb,d Te 2×103 1×104 K
Plasma frequencyb,d fpe 402 155 kHz
Debye length λDe 6.90 39.8 cm

Protons

Temperatureb,d Te 2×103 1×104 K

Photoelectronse

Densityf Nph 1×109 m−3

Temperaturef Tph 1.8×104 K
Current densityg Jph 2.5×10−5 A/m2

a According to Chevalier [2007, p.88].
b According to Wang [1970, p.110].
c According to Chevalier [2007, p.32].
d According to Chevalier [2007, p.20].
e In Figure 3.9, nighttime operation assumed (Iph =0).
f According to Cauffman and Gurnett [1972, p.375].
g According to Fahleson [1967, p.243].

Table D.2: Plasma and antenna parameters invoked by antenna noise
simulations of Figure 3.9.
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A search coil comprises many turns of wire (Na � 100) wrapped around a high-

permeability metal core. The µ-metal core that concentrates the magnetic flux is

often modeled as a long thin ellipsoid of revolution, though in fact it is made from

layered rectangles to reduce eddy currents [Gurnett , 1998, p.130]. Both operate on

the principle of Faraday’s law, converting variations in the magnetic flux, Φm, into

an electromotive force, Vind according to

Vind = Na
dΦm

dt
= Na

∮
B · S
dt

= ωNaBS (D.45)

where vectors B and S are the magnetic field strength and vector surface area of the

antenna cross-sectional area. The last equality in (D.45) holds only under sinusoidal

steady-state conditions, when the magnetic field strength is constant across and

perpendicular to S.

D.2.1 Antenna Basics

A brief review of the basic principles governing the design and operation of both

types of magnetic receiving antennas provides prologue to the treatment of the noise

properties that are fundamentally limited by such constraints.

D.2.1.1 Bandwidth

The primary trade-off between the two magnetic antenna designs is the exchange

of high-frequency bandwidth for low-frequency bandwidth. Since the effective field

strength inside the search coil is much larger, it presents a substantially larger

inductance at its terminals. As evidenced below, this reduces the high-frequency

performance of the search coil approximately according to

ωLC =
1√
LaCa

(D.46)

Whereas the loop antenna benefits at high frequency from its lower inductance,

the relatively small number of turns results in a correspondingly low resistance that

degrades is low-frequency response. Preservation of the antenna as the dominant
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noise source in the receiver requires that it equivalent thermal noise exceed that of

the LNA, represented by Rin. Even in the case of low input-impedance preamplifiers,

this condition, along with the low resistance of the loop, Ra, necessitates the use of a

transformer to couple the two [Gurnett , 1998, p.131]. Inherently, the shunting effect

of the transformer’s primary inductance yields diminished signal for frequencies below

[Paschal , 1988, p.24].

ωt =
(Ra +Rpc) ‖ κL (Rsc +Rin)

La + Lpc

, where κL =
La + Lpc

η2Lpc
(D.47)

Where the resistance and inductance of the transformer’s primary and secondary coils

are denoted with the subscripts pc and sc, respectively, and η is its turns ratio. Thus,

the transformer limits the low-frequency response of the loop antenna, while the high

inductance of the µ-metal core limits the high-frequency performance of the search

coil.

D.2.1.2 Impedance

To maintain generality, consider the case of an LNA with arbitrary input impedance

that may or may not be preceded by a transformer. Let Zin =Rin + jXin represent

the impedance seen looking out from the terminals of the antenna such that, in the

case of the loop design, it accounts for the effects of the transformer including the

coil impedances and transformer turns ratio.

To evaluate the impedance parameters of the antenna, consider for simplicity that

the antenna is constructed of wire with mass density ρm, cross-sectional diameter da,

and resistivity ρr, wound in a geometry with Na turns, each of length s. Then, [Inan
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and Inan, 2000; Paschal , 1988, p.30–31]:

Ra =
2ρrNas

πd2
a

(D.48)

La =


2×10−7N2

a s

[
ln

(
s

da

√
Na

)
− c2

]
, loop

5µN2
a s

2

2π (9s/2π + 10Nada)
, search-coil

(D.49)

where c2 is a numerical constant that depends on the shape of the loop and ranges

from 0.815 (circular) to 1.696 (isosceles).

Unfortunately, no reasonable analytical expression exists for calculating the

distributed antenna capacitance. The typical procedure is to build the antenna an

d measure its resonance in order to derive Ca. Since the input impedance of the

LNA is likely to have a large capacitive component, especially if multiplied up by a

transformer, the small Ca is likely to be overwhelmed by Cin, so there is no need to

determine its exact value [Paschal , 1988]. For the purposes of this appendix, assume

Ca can be chosen as necessary to achieve the desired resonance.

D.2.2 Noise Sources

As opposed to the dipole antenna, immersion in a plasma does not notably affect

the noise properties of a reasonably sized magnetic antenna [Gurnett , 1998, p.130].

Thus, the noise referred to it terminals is simply the Nyquist noise generated by the

conductor that forms the antenna itself according to (D.14)28

e2
t = 4kTaRa

[
R2

in +X2
in

D(ω)

]
(D.50)

28In the presence of a transformer, e2
n is understood to represent the noise at the secondary port

and the quantities related to Zin appropriately scaled by η.
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where

D(ω) =
(
Rin +Ra − ωRaCaXin − ω2LaCaRin

)2

+
(
Xin + ωLa + ωRaCaRin − ω2LaCaXin

)2

This result only includes the thermal noise generated by the antenna itself, so Zin is

assumed noiseless. To account for the contribution of the latter, the following should

be added to (D.50):

e2
t = 4kTaRin

[
R2

a + L2
a

D(ω)

]
(D.51)

Nevertheless, the resonant behavior of the circuit is evident. Although the low-

frequency noise level is easily approximated by

e2
t = 4kTa (Ra ‖ Rin) (D.52)

the noise peaks several orders of magnitude above this level at the frequency cited in

(D.46) [Gurnett , 1998, p.133].

To push this resonance out of the band if interest, and thus minimize the in-band

thermal noise, the low end of the resonance, marked by the frequency [Gurnett , 1998,

p.133]

ωRL =

√
RinRa

La

(D.53)

should be maximized. However, Rin is typically small in order to dampen the sharp

peaking associated with the resonance. Thus, the designer must manage this trade-off

to the benefit of the overall system.

D.2.3 Summary

To encapsulate the range of magnetic antenna noise levels, a sample loop antenna

[Paschal , 1988, p.19] and sample search coil [Gurnett et al., 1995, p.603,613] have

been simulated under various temperature conditions, using code based on (D.50)

and (D.51). The results, presented in Figure D.3 and Figure D.4 for L = 2 and

L = 4, respectively, highlight the resonance behavior because they assume Rin→∞
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and Xin→0.
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Appendix E

Gate-Controlled Lateral pnp

This appendix presents an introduction to the design, construction, and fabrication

of gate-controlled lateral pnp transistors (GCLPNPs) as demonstrated by efforts to

develop a novel version of such a device for the BiCMOS8 SiGe technology provided by

National Semiconductor Corporation (NSC). The penury of suitable, complementary

alternatives to the high-performance vertical npn BJTs in BiCMOS8, which offers

only a low-β vertical pnp whose collector is tied to the substrate shared chip-wide

as ground, motivated a collaboration between Stanford and NSC engineers Monir

El-Diwany and James Shibley to design and build a prototype GCLPNP with better

gain. Although progress was made through several generations, the final version was

not officially adopted into the NSC process flow, necessitating use of the only option

available: the substrate pnp described in Section 3.2.1.3.

Nevertheless, this appendix summarizes the research conducted in this endeavor

both for completeness and as a springboard to future work on circumventing the

performance limitations imposed by the substrate pnps in the AAF transconductors

Section 7.3. Section E.1 provides background on the physical mechanisms underlying

the gain of integrated bipolar transistors, with emphasis on lateral topologies, as it

represents the primary feature sought in the new GCLPNP. The structure of the

canonical GCLPNP and the details of its operation are contained in Section E.2,

which emphasizes their attractiveness for both commercial and radiation-tolerant

applications. Finally, Section E.3 describes the construction of the novel BiCMOS8

657



658 APPENDIX E. GATE-CONTROLLED LATERAL PNP

GCLPNP and presents measured results of the performance for a series of fabricated

prototypes.

E.1 Bipolar Gain

To appreciate the design trade-offs that complicate the construction of a GCLPNP

whose current-emitter gain, β, surpasses that of the substrate pnp presently available,

a review of device physics pertaining to the base and collector currents of the BJT

is instructive. In particular, treating β as a constant for a particular device, which

suffices in first-order calculations [Gray et al., 2001, p.23], is insufficient for this

application, in which signal currents vary over many orders of magnitude.

Consider, for example, the typical curves for β-vs-IC and log β-vs-VBE in

Figure E.1. Whether as a function of IC or VBE, β varies logarithmically from its peak

for moderate values (denoted by Region II of Figure E.1(a) or VBET<VBE<VBEK in

Figure E.1(b)) to much lower levels in the regions corresponding to low-level (Region I

or VBE < VBET) and high-level injection (Region III or VBE > VBEK). This behavior

should be familiar, as it is exhibited in the β-degradation curves for the representative

npn transistors in Figure 2.16.

Although Figure E.1(a) demonstrates the operating-point dependence for DC or

static conditions, where β is given by [Laker and Sansen, 1994, p.105]

βDC =
IC

IB

(E.1)

a similar effect manifests for the incremental version of the gain employed in small-

signal analysis, known as βAC or hfe and given by

βAC =
∂IC

∂IB

=
β

1− ∂β

∂Ic

Ic

β

(E.2)

as indicated by the dashed curves of Figure E.1(b). The dependence of (E.2) on

∂β/∂Ic, which is clearly non-zero at the extremes of Figure E.1(b), results in the

deviations from the solid curve that only emphasize the importance of avoiding βAC
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(a) β vs IC (linear).

(b) β vs Vbe (logarithmic).

Figure E.1: Typical variation of β with npn bias conditions. A relatively flat peak-β
regime flanked by regions over which β markedly ebbs is characteristic regardless of
whether β is plotted (a) on a linear scale against IC or (b) on a logarithmic scale
against Vbe. Reproduced in toto from (a) [Gray et al., 2001, p.24] and (b) [Laker and
Sansen, 1994, p.129].
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in this design, whose linearity depends on by the dynamic, large signal β=Ic/Ib (cf.

Section 3.1.2.3).

Since this sensitivity of a BJT’s gain to its operating conditions is a function of

its construction, described in Section E.2, dependences on depletion region widths

and collector current levels are first examined in Section E.1.1 and Section E.1.2,

respectively.

E.1.1 Base Decomposition

Recall from (2.12) that β can be decomposed according to those components of Ib

that arise from minority-carrier recombination in the base and those that arise from

their back-injection into the emitter. More formally, this interpretation partitions the

base current, Ib1, for a pnp device as [Gray et al., 2001; Messenger and Ash, 1992,

p.12,p.227]1

Ib1 =
1

2

qWbPeheNpb

τp︸ ︷︷ ︸
Bulk recombination

+ qSpWbPeNpb︸ ︷︷ ︸
Surface recombination

+ qPeheNne

√
Dn

τn︸ ︷︷ ︸
Emitter injection

(E.3)

where the lifetimes of the minority carrier holes(electrons) in the base(emitter) are

given by τp(τn); and their edge densities at the base(emitter) side of the E-B depletion

region are Npb(Nne); and (for an annular structure), the cross-sectional area of the

E-B junction is represented by the product of the perimeter and height of the emitter

diffusion (Pehe).
2

When Ib1 is dominated by the first two terms, the device is said to be transport-

efficiency limited and factors such as base width (Wb) and bulk(surface) impurities,

which effect τp(Sp), are critical to its gain. When the last term dominates (E.3),

the device is emitter-injection-efficiency limited, and the emitter’s doping profile and

1To completely define β1 requires the corresponding expression of Ic1:

Ic1 =
qPeheDpNpb

Wb

2Comparing (E.3) to (2.13), the astute reader will observe that As =WbPe and Ae =Pehe.
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perimeter-to-area ratio must be large to achieve high gain [Verdonckt-Vandebroek

et al., 1991, p.2491–2492].3 For modern lateral BJTs, base widths are so narrow that

the latter condition is most often encountered in practice [Gray et al., 2001, p.12].

E.1.1.1 Homogeneous Base

The relative impact of the transport efficiency and injection efficiency terms of (E.3)

is best appreciated by relating (E.3) back to (2.12) by computing 1/β1 from the ratio

of this decomposed Ib1 to Ic1 (cf. Footnote 1). This yields

1

βb1

=
Ib1

Ic

=
W 2

b

2τpDp

+
SpW

2
b

heDp

+
Dn

Dp

Wb

Ln

ND

NA

=
τb

τp

+ 2Sp
τb

he

+
Ln

Lp

τp

τn

Wb

Lp

ND

NA

(E.4)

where Lp =
√
Dpτp(Ln =

√
Dnτn) is the minority carrier diffusion length in the

base(emitter) and τb is known as the (forward) base transit time, representing the

average time holes take to cross from emitter to collector [Laker and Sansen, 1994,

p.100]. The density of dopant atoms in the base (ND) and emitter (NA) have appeared

by assuming that

ND =
N2

i

Npo

(E.5a)

NA '
N2

i

Nno

(E.5b)

Each of the terms of (E.4) corresponds to that in the same position of (2.12), with

the first two equivalent to the definitions of (2.18) and (2.13), respectively. Thus, a

transport-limited device exhibits βbr < βee and/or βsr < βee whereas one limited by

injection efficiency has a lower βee.

3These two conditions are sometimes captured formally by expressing the transistor common-
base gain α as the product of a base transport factor, αb and emitter injection efficiency γe, each of
which should ideally approach unity, but deviate as a consequence of the design parameters noted
[Gray et al., 2001, p.13].
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  p-substrate

n-well

p+ p+
n+

Wb
Xeb

n+
Intrinsic base

Extrinsic base

Quasi-neutral base

C-B depletion 
region

E-B depletion 
region

he

{{Yeb Xcb { { Ycb

Figure E.2: Decomposition of base regions in lpnp topology. The lateral width of
the quasi-neutral base is Wb, whereas the extent of the E-B(C-B) depletion region in
the base is Xeb(Xcb) and that in the emitter(collector) is Yeb(Ycb). The depth of the
intrinsic base is equal to that of the emitter, he. Dimensions greatly exaggerated for
clarity.

E.1.1.2 Space-Charge Regions

However, the above decomposition assumes a one-dimensional, homogeneous base,

ignoring the effects of two-dimensional base current paths and the depletion regions

at its boundaries with the emitter and collector. In fact, as shown in Figure E.2 for

the case of a lateral pnp, the actual base can be subdivided into disparate regions:

the space-charge regions near the junctions are contrasted with the quasi-neutral

base between them; and the intrinsic base, which accounts for lateral current flow no

deeper than the junctions themselves is distinct from the extrinsic base, containing

paths that emanate from or terminate on the bottoms of the E-B and C-B junctions.

The former distinctions are especially important because each of the recombination

terms in (E.3) only accounts for SRH recombination in the neutral base. As a result,

(E.3) only describes the base current in Region II of Figure E.1(a).

With reference to the Gummel plot of Figure E.3, which corresponds to the β

curves in Figure E.1(b), it can be seen that the slope of Ib(Ic) deviates at low(high)

injection levels, giving rise to the observed β variations. Next it is shown how the

field-assisted recombination mechanisms in the E-B depletion region not captured by

(E.3) explain these behaviors.



E.1. BIPOLAR GAIN 663

Figure E.3: Gummel curve corresponding to npn β described in Figure E.1(b). The
inflection point at which low-level(high-level) injection flattens the slope of the Ic(Ib)
curve corresponds to the lower(upper) edge of the peak-β region in Figure E.1(b).
Reproduced in toto from [Laker and Sansen, 1994, p.129].

E.1.2 Injection Level

As noted previously,4 under low-level(high-level) injection conditions, the excess

carrier concentration in the BJT base satisfies N ′p/Nno � 1 (N ′p/Nno � 1). At

these extremes, the change in the dominant recombination mechanism(effective base

doping) renders (E.3) or its equivalent for Ic1 (cf. Footnote 1) incapable of describing

the base(collector) current of Figure E.3. Instead, new models are introduced below.

E.1.2.1 Low-Level Effects

The recombination terms of (E.3) are proportional to the edge density of the minority

carriers in the base, Npb, which under forward active operation can be related to the

4For example, in Footnote 42 of Appendix C and Section C.3.4, which also discuss the effects of
injection-level on recombination, but without consideration of space-charge phenomena.
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equilibrium minority carrier density in the neutral base, Npo, by using the Boltzman

factor to approximate a Fermi-Dirac distribution [Gray et al., 2001, p.9]:

Npb = Npoe
Vbe/VT (E.6)

Although this assumption indeed holds under low-level injection, it is shown next that

the resulting exponential dependence of the recombination terms of (E.3), explicitly,

Ib1 =
1

2

qWbPeheNpo

τp

eVbe/VT︸ ︷︷ ︸
Bulk recombination

+ qSpWbPeNpoe
Vbe/VT︸ ︷︷ ︸

Surface recombination

+
qPeheN

2
i

NA

√
Dn

τn

eVbe/VT︸ ︷︷ ︸
Emitter injection

(E.7)

is dwarfed by those describing recombination in the E-B depletion region.

The relative lack of free carriers and the presence of the drift electric field in

the space-charge region violate the assumptions of SRH recombination underpinning

(E.7) and instead favor mid-gap recombination that requires additional base current,

Ib2, according to [Laker and Sansen, 1994, p.103]:

Ib2 =
1

2

qWebPeheNi

τpeb

eVbe/2VT︸ ︷︷ ︸
Bulk recombination

+
1

2
qSpWebPeNie

Vbe/2VT︸ ︷︷ ︸
Surface recombination

(E.8)

where Web, the width of the E-B depletion region, has replaced Wb in (E.3). Further

comparison with the corresponding terms of Ib1in (E.7) reveals that in the absence

of free carriers, the hole concentration at the emitter edge has been replace with the

square root of the intrinsic carrier density, Ni =eVBE/VT , giving rise to an exponential

whose smaller power prevents it from falling off as fast as that of (E.6) at low VBE.5

Thus, while Ib2 is negligible in Region II, it dominates the slope of Ib at low injection

levels in Figure E.3.

5The halving of the exponential power between (E.7) and (E.8) is often modeled by a variable
that accounts for nonidealities which result in small deviations from the ideal factor-of-two [Laker
and Sansen, 1994, p.105].
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E.1.2.2 High-Level Effects

At high injection levels, when the excess minority carrier concentration in the base

rivals that of the majority carriers, additional majority carriers are needed to maintain

charge neutrality. In fact, if N ′p'Nno the electron concentration at the E-B edge must

double. To prevent these additional electrons from diffusing toward the collector,

there must exist an electric field to provide a counterbalancing drift whose orientation

repels majority carriers from the collector, while simultaneously attracting minority

carriers.6 This field, whose orientation of acts to increase the total voltage drop across

the B-E junction, is provided by an increase in VBE for the same Ic. The result is the

reduced slope of the Ic curve in Region III of Figure E.3, which can be shown to be

equal to that of Ib in Region I according to [Laker and Sansen, 1994, p.128]:7

Ic2 =
qPeWebDpNi

Wb

eVbe/2VT (E.9)

E.2 GCLPNP Basics

The GCLPNP is certainly not a new idea [Vittoz , 1983]. But, benefiting from the

advanced capabilities of modern processes, a β in excess of 106 has been recently

reported for such a device [Yan et al., 1997, p.120], making it an attractive alternative

to the BiCMOS8 substrate pnp (β <10). The extra degree of freedom afford by the

gate terminal of the GCLPNP offers yet another benefit: the ability to mitigate TID

effects [Barnaby et al., 1999, p.1655]. Before explaining the customizations necessary

to implement a variant of this device into the BiCMOS8 flow, this section reviews

the fundamentals which must be considered to successfully perform this migration.

Section E.2.1 introduces the GCLPNP layout and provides some familiarity with its

non-standard features. Then, Section E.2.2 and Section E.2.3 describe how the above

baseline and radiation performance can be achieved through the control afforded by

6Thus, minority carriers injected from the emitter no longer simply diffuse to the collector, as
under low-level injection, but drift as well.

7This expression omits consideration of other high-level injection effects, such as the Kirk effect,
which causes an effect increase in base width to satisfy the space charge relations at the C-B junction
[Messenger and Ash, 1992, p.340].
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  p-substrate

n-well

n+p+ p+
lpnp

vpnp

pMOS

(a) Basic structure.

Q1

E

B

C

G

(b) Symbol.

Figure E.4: Structure and circuit symbol of simplified GCLPNP. The simplified
GCLPNP (a) structure contains three transistors, including a pMOSFET in parallel
with the lpnp whose gate forms the fourth terminal of the (b) non-standard circuit
symbol.

pMOS
terminals

lpnp
terminals

Substrate Substrate
n-well Base
Drain Collector
Source Emitter
Gate n/a

Table E.1: Terminal mapping for pMOS and lpnp that comprise GCLPNP.

the presence of the gate terminal.

E.2.1 Structure

A simplified representation of a GCLPNP is depicted in Figure E.4 along with a

non-standard circuit symbol. As indicated by the red transistors, the GCLPNP can

be interpreted as a four-terminal device formed by the parallel conduction paths

of a standard pMOSFET and its parasitic lateral pnp. The mapping of the these

terminals into the common nomenclature for the two is given in Table E.1. In

addition, Figure E.4 illustrates as a sneak path through a parasitic substrate pnp.
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Through careful construction rendering the gain of the last device negligible and

proper biasing of the gate terminal relative to the well/base (both of which are

addressed momentarily), it is permissible to focus the operational description of the

device, given in the next section, on its lateral elements alone.

E.2.2 Operation

Although the diversity of terminal voltage relationships and current paths in

Figure E.4 gives rise to many interpretations of its operation, including ones which

simply treat the it as two heterogeneous devices operating in parallel [Yan et al.,

1997, p.119–121], perhaps it is best understood by focusing on the lateral pnp and

considering the gate-to-well bias, VGW, as a means of dynamically altering its doping

profile. At the extremes of VGW, this interpretation gives rise to consideration of the

BJT operation with either an accumulated or depleted base.

E.2.2.1 Accumulated Base

When VGW > 0, the MOSFET is accumulated, increasing(decreasing) the surface

doping of the base(emitter), dubbed Nsb(Nse). The resulting quasi-neutral, heavily

doped base produces ‘pure’ BJT action [Verdonckt-Vandebroek et al., 1991, p.2487]

whose β is governed by competing effects: high Nsb raises the barrier to hole injection

from the emitter [Verdonckt-Vandebroek et al., 1991, p.2490] and low Nse increases the

space-charge region in the emitter, reducing emitter current by favoring recombination

there [Cazenave et al., 1998, p.2580] both of which reduce β; but, high Nsb also limits

recombination in the base depletion region(intrinsic neutral base) by decreasing its

width(unbalancing the surface carrier concentrations) [Barnaby et al., 1999, p.1655]

and creates a drift field that forces minority carriers away from the surface, where

there would otherwise be subject to Sn [Cazenave et al., 1998, p.2580], all of which

improves β. Although the net effect depends on the specifics of device construction,

emitter efficiency tends to be more important than base recombination in determining

β according to (2.12) so VGW>0 results in less gain [Yan et al., 1997, p.119].
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E.2.2.2 Depleted Base

Conversely, if the base is depleted by setting VGW < 0,8 the above effects are

effectively reversed. β grows much larger because when the base(emitter) is

depleted(accumulated) the barrier for hole(electron) injection into it is lower(higher)

[Cazenave et al., 1998, p.2578], even though lower Nsb increases the recombination

component of IB by expanding the base space-charge region, permitting carrier flow

near the surface, and balancing the extrinsic neutral base carrier ratios [Cazenave

et al., 1998, p.2580].9 Thus, using VGW to deplete the lateral pnp base, effectively

fostering a parallel sub-threshold conduction path by operating the MOSFET in weak

inversion while the BJT conducts, can improve the effective β [Yan et al., 1997,

p.120].10

E.2.3 Radiation Tolerance

The use of lateral pnp transistors in which the metalization of the emitter contact

is extended over the majority of the exposed n-well, is called field-plating [Hastings ,

2006, p.333] and has been known for some time to improve the reliability, matching,

and repeatable manufacturing of such devices, especially the stability of their gain

[Jones , 1967, p.277], by preventing the unwanted accumulation of surface charge

from effectively modifying the base surface doping as discussed above. Since ionizing

radiation is an especially pernicious source of such charge (cf. Section C.2.1), it is

logical to consider whether use of the gate itself to perform this function might yield

8This VGW condition only results in depletion if |VGW|< |Vthp|, which is assumed throughout.
Otherwise the MOSFET would be in strong inversion and channel formation would simply dominate
the device behavior [Verdonckt-Vandebroek et al., 1991, p.2487].

9An extreme case of β enhancement occurs when VGW = 0 and, in the absence of a threshold
implant, the base becomes fully depleted [Cazenave et al., 1998, p.2578]. Under such conditions,
it has been shown [Verdonckt-Vandebroek et al., 1991, p.2490] that the disparity in base doping
between the depleted intrinsic base at the surface and the extrinsic neutral base beneath produces
band-bending akin to a heterojunction, whereby the holes(electrons) flowing into the base(emitter)
see a lower potential barrier in, and therefore primarily flow through, the former(latter) region. By
appropriately engineering the ratio of the barriers at these separate interfaces, the emitter efficiency
can be optimized, just as for HBTs.

10However, the lower Nsb renders this mode of operation more prone to high-level injection effects,
so the improved β is not available over as wide a range of Ic [Cazenave et al., 1998, p.2578].
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through the oxide, and 4) a fraction of the mobilc holes are 
trapped by precursors distributed throughout the oxide [I I- 
141. A more physically based model for interface trap buildup 
is also implemented. In this model, the flux of holes across the 
interface during the radiation exposure is monitored. The in- 
terface trap distribution across the interface for a given total 
dose is scaled to the product of local bole flux and exposure 
time. The constant of proportionality is determined through 
the use of experimental data. 

201 

excess base current caused by increased recombination 
through interface traps reduces current gain. 

A comparison of excess base current after 1000 
krad(SiOz) total dose for three irradiation bias conditions is 
shown in Fig. 12. The gate bias was fixed for base surface 
accumulation during the measurement. The higher level of 
excess base current observed in the GCLPNP transistor irradi- 
ated with an accumulated base is due to potential drop be- 
tween the gate metallization and the n-type base [ll]. Under 
accumulation, positive electric fields in the base oxide are 
directed towards the Si/SiOz surface and accelerate the gen- 
eration of interface traps. Thus a gate potential that accumu- 
lates the active base is likely to cause more gain degradation 
than devices biased with either a flatband or a depleted surface 
condition during irradiation. 

0.4 0.5 0.6 0.1 

Emitter to Base Voltage [VI 

Fig. 12. Excess base current after 1000 krad(SiOz) in GCLPNP tran- 
sistors biased in accumulation, flatband, and depletion during irradia- 
tions. All devices are biased in accumulation during measurement. 

The radiation-induced buildup of Nox is also obtained 
from the gated diode data. Pig. 13 plots A",, versus total dose 
for the three irradiation biases applied to the gate terminal. As 
with NI* formation, nct positive trapped charge buildup is 
greatest when the device is biased in accumulation during 
measurement. The nearly identical increases in Nox for de- 
vices biased with flatband and depleted surface conditions are 
over an ordcr of magnitude less than the buildup when accu- 
mulating gate biases are applied. 

Defect buildup in the bipolar oxide is highly sensitive to 
the electric fields present in the oxide during radiation expo- 
sure [Il l .  Potential differences between the gate, emitter, and 
collector terminals and the base region establish electric fields 
within the oxide layer above the active base. The directions 
and magnitudes of the local field vectors in the oxide layer are 
dependent on work-function differences, the oxide layer 
thickness, and terminal biases. 

The radiation-induced buildup of Nox and NIT were mod- 
eled with computer simulations. In these simulations, a volu- 
metric distribution of positive oxide charge is generated by 
simulating the following sequence of physical processes: 1) 
electron-hole pairs are generated in oxide by ionizing radia- 
tion, 2) a fraction of the generated pairs recombine as a func- 
tion of the local electric field, 3) the remaining holes transport 

loj [ , ; ~c;~ation 

t Flatband 

-F- Depletion 

p 5  
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Fig. 13. Increased net positive oxide trapped charge vs. dose for 
gated diode structures biased in accumulation, flatband, and deple- 
tion during irradiations. 

The simulated distribution of positive trapped charge in 
the oxide is shown in Fig. 14 for the three irradiation gate bias 
conditions. Fig. 15 shows the simulated distribution of inter- 
face traps across the Si/SiOz surface between the emitter and 
the collector contacts. The simulated total dose is 1000 
krad(Si02), the dose rate is 100 rad(SiO,)/s, and a uniform 
charge trapping precursor distribution is set to 10'8cm-3. Ac- 
cumulation biases generate the highest number of defects, 
which is consistent with the experimental data shown in Figs. 
11 and 13. 

The distributions in Fig. 14 indicate that the trapped 
charge buildup is least in the device biased in flathand, which 
agrees with the data in Fig. 13. The interface trap profile in 
Fig. 15 shows a minimum trap buildup with the depletion bias. 
This also agrees with the experiments. Another feature of 
simulated the NIT distributions are their non-uniform spatial 
profiles. To our knowledge this is the first time this type of 
non-uniform generation of interface traps has been modeled. 
For some technologies, accurate modeling of the NIT spatial 
profile inay be critical to understanding the device response to 
radiation. 

The experimental and simulation results prescnted in this 
paper demonstrate that, by controlling the gate potential of 
GCLPNP transistors, defect buildup in the oxide and surface 
recombination can he minimized. Although gate potentials 
that deplete the surface reduce dcfect buildup, potentials that 
accumulate the surface reduce recombination. These results 
suggest that, for large total doses, maximum radiation hard- 
ness in GCLPNP transistors is achieved by dynamically 
switching gate bias from potentials that deplete the base while 
in sleep or standby mode to potentials that accumulate the 
base during forward active mode operation. 

Authorized licensed use limited to: Stanford University. Downloaded on July 2, 2009 at 18:47 from IEEE Xplore.  Restrictions apply.

(a) ∆Not vs dose.
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perimental data and the simulations using experimentally ob- 
tained defect parameters. Thus, the model reproduces the ef- 
fect of gate bias on excess base current. In particular, gate 
biases that accumulate the base have the greatest effect on 
suppressing excess base current and reducing gain degrada- 
tion. 

'1 1x10. 

, I I  

1 X l O 4  I 
-20 .to 0 I O  

Gate Voltage [VI 

Fig. 8. Gated diode current versus gate voltage. PN junction is for- 
ward-biased at OSVat various level of total dose. 

In Fig. 10, the increase in surface recombination rate, 
AU, after 1000 krad(Si02) total dose exposure is plotted for 
the three gate bias conditions. The figure demonstrates the 
sensitivity of AU to gate bias during measurement. Indeed, 
GCLPNP devices biased in depletion show substantially 
higher surface recombination rates across the interface than 
devices biased in accumulation. As Eq. 1 indicates, excess 
base current is proportional to the area under the curves in Fig. 
10. Thus, the excess base current shown in Fig. 9 is primarily 
described by the effect of gate bias on the surface recombina- 
tion rate. The gate bias controls the recombination rate profile 
in the n-type base by altering the majority carrier concentra- 
tion at the surface [3]. The electron concentration is approxi- 
mately 2x101*, 3 ~ 1 0 ' ~  and 3x10" cm-3 when the base is biased 
in accumulation, flatband, and depletion, respectively. 

1x10.' 
:v 

w ij lxlO.~.j 
1x10." ' 

0.4 0.5 0.6 0.7 
Emluer to sase Voltage [VI 

Fig. 9. Simulated excess base current after 1000 krad(Si0,) in 
GCLPNP transistors biased in accumulation, flatband, and depletion 
during measurement. The experimental data, represented as symbols, 
are included for comparison. 

As with the buildup of net positive oxide trapped charge, 
gate biases that accumulate the base surface will suppress sur- 
face recombination by reducing the emitter-base depletion 

region width and increasing the imbalance carrier concentra- 
tions near the surface [1, 61. The converse is true for gate bi- 
ases that deplete the base. Therefore, by accumulating the 
base, the primary cause of excess base current in irradiated 
LPNP transistors is moderated, and the radiation-induced gain 
degradation is limited during device measurement. 

I 

" I  

0 2 5  0 0.25 0.5 0.75 1 
Dlstanc~ from Bminer-bsEe jundlon I m I o r ~ n ~ ]  

Fig. 10. Simulated effect of gate bias during measurement on radia- 
tion-induced increases in recombination rate at device surface. Emit- 
ter-base baseis fixed at 0.64V. 

C. Radiation Bias Effects on Base Current 
In order to drive the n-type base surface into accumula- 

tion, a gate potential is applied that is unfavorable in terms of 
defect buildup in the oxide (the field is directed toward the 
interface). Fig. 11 illustrates Asrv as a function of total dose. 
The measurements were taken with gated diode structures 
irradiated under the three gate bias conditions (accumulation, 
flatband, and depletion). 

Aocumulation 

Flatband 

Depletion 

0 200 400 600 600 1000 

Tolal Dose Ikrad(SI0 

Fig. 11. Increased'surface recombination velocity vs. dose for gated 
diode structures biased in accumulation, flatband, and depletion dur- 
ing irradiations. 

Increases in srv and, therefore, interface trap generation 
are highest in gated structures biased in accumulation. Indeed 
the most favorable exposure bias on the gate depletes the n- 
type surface. Biases that set a flathand condition at the n-type 
silicon surface show slightly more NrT buildup. The gate bias 
dependence of N,, generation correlates to the irradiation bias 
dcpendence of current gain degradation shown in Fig. 4. The 

Authorized licensed use limited to: Stanford University. Downloaded on July 2, 2009 at 18:47 from IEEE Xplore.  Restrictions apply.

(b) ∆Sn vs dose.

Figure E.5: Measurements of GCLPNP dependence on irradiation bias for an annular
device with an emitter diameter of 1.8 µm and Wb of 2.6 µm. When the well is
accumulated during irradiation both (a) ∆Not (denoted Nox) and (b) ∆Sn (denoted
srv), which is an indirect measure of ∆Nit are substantially higher. Reproduced in
toto from [Barnaby et al., 1999, p.1656–1657].

improved total-dose hardness for a GCLPNP. Indeed, by dynamically toggling the

intrinsic base from depletion during irradiation to accumulation during measurement

using the gate bias, both the build-up and subsequent ramifications of ∆Not and

∆Nit can be tailored [Barnaby et al., 1999, p.1657]. Each of these steps is discussed

separately below.

E.2.3.1 Irradiation Bias

During irradiation, as explained in Section 2.1.1.1, a positive Eox favors the transport

of h+ and H+ to the interface, enhancing the formation of ∆Not and ∆Nit; so, the

benefit of using VGW<0 during irradiation is evident. Measured results such as those

of Figure E.5 confirm this intuition, as both ∆Not and ∆Sn, which is proportional

to Nit via (2.15), are more than five times worse at 1 Mrad(Si) when the devices is

biased in accumulation rather than depletion during irradiation.

Even if the preferred depletion biasing is not feasible in an active circuit, the net

charge trapping for a GCLPNP is substantially lower than that of a traditional bipolar

device because the sensitive oxide volume over the intrinsic base, being constructed of

gate rather than field oxide, is substantially thinner [Cazenave et al., 1998, p.2580].
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E.2.3.2 Measurement Bias

Next, consider the β-degradation at the conclusion of an exposure, which depends

on ∆Notand ∆Not just as for a standard BJT (cf. Section 2.1.2.1). The presence of

∆Not mimics the electric field of accumulation-mode biasing: it increases the surface

doping in the neutral intrinsic base, thereby increasing the barrier to the injection

of holes from the emitter and lowering the gain, as discussed in Section E.2.2.1.

Although it can also reduce the amount of base recombination (Ib) by unbalancing

the surface carrier concentrations (Ib1) and reducing the width of the depletion region

(Ib2) [Barnaby et al., 1999, p.1655], the primary effect of ∆Not is thus to reduce the

emitter-injected (collector) hole current [Cazenave et al., 1998, p.2580]. ∆Nit also

lowers the gain, but does so by increasing both Ib1 and Ib2 via the higher surface

recombination velocity associated with radiation-induced Pb centers [Barnaby et al.,

1999, p.1655].

For a given irradiation bias, the structure of the GCLPNP does not inherently

preclude ∆Not and ∆Nit buildup; however, the choice of measurement bias can

enhance or suppress the effects just enumerated. Biasing the device in depletion

during measurement renders it most sensitive to TID degradation because: it

encourages current flow near the surface, where ∆Nit are lurking to increase Ib;

and the presence of ∆Not partially neutralizes the applied field, preventing the full

depletion of the surface and limiting the attendant benefits to emitter efficiency

(cf. Section E.2.2.2) as compared to pre-irradiation performance at the same VGW

[Cazenave et al., 1998, p.2580]. By contrast, accumulation biasing significantly

enhances the robustness to Nit by forcing holes to flower deeper in the base,

unbalancing the surface carrier concentrations, and reducing the width of the E-B

depletion region [Barnaby et al., 1999, p.1656].

The conclusion that depletion biasing during irradiation limits the formation of

∆Not and ∆Nit whereas accumulation biasing during the subsequent measurement

suppresses their effects on β is summarized by comparing Figure E.5 with Figure E.6.

In the latter, the device biased in accumulation mode, which previously incurred the

most radiation damage, actually demonstrates the least β-degradation.
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gate controlled transistors biased in either accumulation 
(GCLPNP [A]), flatband (GCLPNP [F]), or depletion 
(GCLPNP ID]) during characterization. The irradiation gate 
bias fur all GCLPNPs was set in order to maintain a surface 
condition near flatband during exposure. It is assumed that 
this irradiation bias minimizes the magnitude of the electric 
fields in the oxide and thus most closely matches the oxide 
field profile of the standard LPNP structure. The LPNP with- 
out gate and the gate controlled LPNP biased in accumulation 
show prerad current gains of approximately 5 5 .  The gated 
devices biased with the depleted and flatband surface condi- 
tions during measurement have higher peak current gains prior 
to radiation exposure. This is due to the gate bias reducing the 
majority carrier concentration in the active base. This lowers 
the barrier height across the emitter-base junction, enabling 
more carriers tu he injected into the n-type base region. 

As the total dose exposure increases, the GCLPNP 
structures biased in depletion and flatband during measure- 
ment show the greater rates of gain degradation. Above 200 
krad(Si02), the GCLPNP biased in accumulation shows the 
highest current gain of the four device types followed by the 
standard LPNP. The results presented here are consistent with 
previous research on radiation effects in gate controlled LPNP 
structures [2,3]. As Cazenave, et al. conclude, biasing the field 
plate so that the basc surface is accumulated makes the device 
much less sensitive to radiation-induced degradation 121 

C LPNP 

4 GCLPNPIAI 

-A- GCLPNPIFI 

5 E 50 40 

jk 4 GCLPNPID] 

30 

20 

i o  
0 200 400 600 800 1000 

Total Dose [krad(SlO 41 
Fig. 3. Peak gain degradation vs. dose for an LPNP without gate and 
GCLPNPs biased in accumulation, flatband, and depletion during 
measurement. 

base 

itter 

COll 

(n) (b) 

Fig. 2. Top view of LPi" layout a) without gate metallization and b) 
with gate metallization pattern 

Test chips were irradiated in a 10-keV x-ray source at 
Vanderbilt University. The chips were exposed with the pack- 
age lids removed at a dose rate of 275 rad(SiOz)/s. Forward- 
active current-voltage (I-V) characteristics of devices with and 
without gate metallization were measured prior to and after 
50, 100,200,500, and 1000 krad(Si02) of total dose exposure. 
Two sets of experiments were conducted. In the first experi- 
ment, the transistor response to gate bias during device char- 
acterization was measured. For these tests the irradiation bias 
was held constant. In the secund experiment, the transistor 
response to gate bias during device irradiation was measured. 
For these experiments, the measurement bias was held con- 
stant. All experiments were performed at room temperature. 

I11 EXPERIMENTAL RESULTS 

A. Measurement Bias Effects on Current Gain 
In order to assess the effect of gate bias on device opera- 

tion, the GCLPNP gain response after each irradiation step 
was measured at three surface conditions: accumulation, flat- 
band, and depletion. Gate terminal voltages for the three sur- 
face potential regimes were determined using capacitance- 
voltage measurements on similar capacitor structures at vari- 
ous levels of total dose. These voltages are listed in Table 1. 
The gate potentials shift upon exposure to ionizing radiation. 
This is due primarily to the buildup of net positive oxide 
charge altering the base surface potential during radiation ex- 
posure [SI. The gate biases were adjusted before each meas- 
urement to offset the effects of oxide charge and fix surface 
potentials during the experiment. These adjustments are nec- 
essary in order to independently characterize how increased 
surface recombination current (the dominant cause of gain 
degradation) responds to the thrce specified base surface con- 
ditions. 

Table 1 
Gate Voltages During Measurements 

The curves in Fig. 3 illustrate the reduction in peak gain 
for the standard LPNP device without the gate (LPNP) and the 

B. Radiation Bias Effects on Current Gain 
The data presented above were taken for devices with 

flatband surface conditions during the irradiations. In order to 
assess the effect of gate bias on the buildup of oxide defects 
during radiation exposure, GCLPNPs were irradiated with 
gate voltages putting the devices in either accumulation, flat- 
hand, or depletion. These voltages are listed in Table 2. As 
with the measurement bias experiment, the gate biases were 
adjusted to offset the effects of trapped charge buildup in the 
oxide. The gate bias was fixed for base surface accumulation 
during the electrical characterization. It is assumed that an 
accumulated surface potential most closely matches the sur- 
face condition of the standard LPNP structure during meas- 
urement. The curves in Fig. 4 show the reductions in peak 
gain for the standard LPNP and GCLPNP devices biased in 
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accumulation, flatband, and depletion during total dose expo- 
sure. Although the pre-irradiation current gains for all devices 
and bias regimes were approximately equal, the structures 
irradiated with depleting biases show the least current gain 
degradation. Devices exposed with flatband biases experience 
slightly more degradation. The most current gain degradation 
occurs in the GCLPNP biased in accumulation. A comparison 
of the two sets of experiments reveals that for large total 
doses, the optimum bias conditions during device operation 
are different from those during radiation exposure. Indeed, 
after 200 krad(SiOz), the responses are exactly reversed. 

accumulation. The third combination (dynamic gate biasing) 
maximizes the peak gain after exposure to the large total dose. 

standbv mode 

Yo negaYlve 
supply ...... v, 

i 

Total Dose 
50 krad 
100 h a d  
200 krud 
500 krud 
1000 krad 

Table 2 
Gate Voltages During Irradiations 

Accumulation Flatband Depletion 
I0.OV 3.0V -1.0V 
10.0v I.0V -1.5V 
I0.OV 1 .0v -4.OV 
9.0V 0.5v - 4 . w  
9 .0v  0.ov -5.ov 

-4- LPNP 

-C GCLPNP[A] 

-A- GCLPNP[F] 
.E 50 I + GCLPNPLOI 
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Fig. 4. Peak gain degradation vs. dose for an LPNP without gate and 
GCLPNPs biased in accumulation, flatband, and depletion during 
irradiation. 

C. Dynamic Gate Biasing Effects 
The experimental results presented above suggest that 

for gate controlled LPNPs operating in a radiation environ- 
ment, maximum radiation hardness may be achieved by dy- 
namically switching the gate bias. The results of the measure- 
ment bias experiment identify accumulation biases as the best 
bias condition for maintaining high current gain during device 
operation. However, for non-operating GCLPNP transistors 
exposed to radiation, the best bias condition for limiting oxide 
defect generation is depletion. Thus, for devices in sleep or 
standby modes, gate biases should be applied that deplete the 
active base surface. This dynamic biasing regime is illustrated 
schematically in Fig. S. 

To illustrate the effectiveness of dynamic biasing, peak 
gain after 1000 krad(Si0,) total dose is measured for various 
combinations of irradiation (standby) and measurement (op- 
eration) bias. The bar graph in Fig. 6 shows 1000 krad(SiOz) 
peak gain for devices: 1) irradiated in accumulation and meas- 
ured in accumulation, 2) irradiated in depletion and measured 
in depletion, and 3) irradiated in depletion and measured in 

V 

operation mode 

- 
4 4 Y- 

YO positive :..... V, 
supply 

Fig. 5. Optimum bias regime for GCLPNP devices operating 
in a radiation environment. 

-* 407 

Fig. 6. Peak current gain after 1000 krad(Si02) total dose for three 
combinations of irradiation (standby) and measurement (operation) 
bias. 

This dynamic biasing regime may also reduce the en- 
hanced low dose rate sensitivity (ELDRS) of GCLPNP tran- 
sistors. Previous studies have concluded that the enhancement 
of oxide defect generation with decreasing dose rate is appar- 
ent only at low electric fields [SI. Although low dose rate ex- 
periments are not presented in this paper, the relatively large 
oxide fields (above 100 kVcm-') established by the proposed 
gate biases will likely reduce the ELDRS effect. 

IV DISCUSSION 
A, Base Current Response to Ionizing Radiation 

Gain degradation in LPNP transistors exposed to ioniz- 
ing radiation is due primarily to increased base current. The 
excess base current results from increased surface recombina- 

Authorized licensed use limited to: Stanford University. Downloaded on July 2, 2009 at 18:47 from IEEE Xplore.  Restrictions apply.

(b) Measurement bias.

Figure E.6: Dependence of GCLPNP β-degradation on measurement and irradiation
bias for an annular device with an emitter diameter of 1.8 µm and Wb of 2.6 µm.
The degradation of peak β is (a) least when biased in depletion during irradiation,
but TID damage is (b) best suppressed during measurement by operating the device
in accumulation. Reproduced in toto from [Barnaby et al., 1999, p.1653–1654].

E.3 Novel GCLPNP

To realize the impressive gain and radiation tolerance of the GCLPNP in the

BiCMOS8 technology, existing layers are repurposed so as to develop a structure

closely resembling that of Figure E.4. The final design must satisfy the same

suite of design rules as conventional transistors, to ensure manufacturability, while

minimizing the onset of low- and high-level injection effects and maximizing both

base transport and emitter injection efficiencies in pursuit of large and robust peak β.

Section E.3.1 describes two generations of GCLPNP prototypes aimed at satisfying

these requirements and Section E.3.2 presents the measured results for each.

E.3.1 Construction

The general structure of the GCLPNP realization is depicted in Figure E.7 in both

bird’s-eye and cut-away cross-section along with a conceptual, one-dimensional model.

The distance between the emitter and collector diffusions is dubbed the drawn base

width, W ′
b which differs from the neutral base width described earlier, Wb by the

equilibrium extents of the E-B and C-B depletion regions into the base, Xeb and Xcb,
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according to

W ′
b = Wb +Xeb +Xcb (E.10)

Although several variations of this basic layout were proposed, each involved

only minor changes to this fundamental structure. Thus, the design goals and

implementation details for each of the GCLPNP terminals in the general template

of Figure E.7 are examined first, incorporating the preceding identification of those

lateral pnp properties responsible for a large, bias-insensitive β that is robust to TID

effects.

E.3.1.1 Emitter

Figure E.8 highlights the lone emitter stripe in the geometry of the general GCLPNP

template. Key features of its design include:

Aspect ratio: To limit the gain of parasitic vertical pnp in Figure E.4, by favoring

sidewall injection of holes toward the collectors rather than vertical injection

toward the substrate, the emitter should have a large perimeter-to-area (Pe/Ae)

ratio. It has been constructed with the minimum dimensions allowed by the

manufacturing rules at 1.7 µm by 1.7 µm.

Doping: Since the gain, βb1, of an injection-efficiency limited device is proportional

to the emitter doping NA according to (E.4), the emitter is implemented using

the MOS p+ source/drain diffusion layer (PPSD), which is more highly doped

than the npn base layer. However, for the sake of reducing MOS junction

capacitances, this layer is relatively shallow (low he), which limits the intrinsic

base width and reduces the efficiency with which holes are collected by the

collectors as opposed to the substrate.

Ohmic resistance: Although typically the least important of the contact resistances

[Laker and Sansen, 1994, p.126], the emitter resistance, re is minimized by

saliciding its contact.11 However, this must be limited to the the minimum area

11Saliciding, a common descriptor for the self-aligned siliciding technique, produces low-resistance
contacts through a heat-activated reaction between an overlying metal (usually, titanium or
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(0.9 µm by 0.9 µm), as saliciding the edges would consume silicon and further

thin the already shallow diffusion.

E.3.1.2 Collector

Figure E.9 highlights the collector ring which encircles the emitter of the general

GCLPNP template. Obviously, the proximity of the former to the latter determines

W ′
b and therefore should be minimized. Further, the collector contact is salicided,

just as for the emitter, though sheet resistivity usually dominates the contribution of

the ohmic contact to the overall rc. Additional key features of the collector design

include:

Aspect ratio: To maximize its collection efficiency, this ring should be as deep as

possible, extended beneath the intrinsic base if possible. However, the lack

of a deep p-type diffusion layer in the process flow leaves no choice but to

employ the same relatively shallow PPSD layer used to implement the emitter.

To compensate, the collector is made somewhat wider than the minimum size

(1.33 µm) in most varieties.

Doping: Ideally the collector would be as lightly doped as possible, encouraging

the C-B depletion region to extend primary on its side of the junction; that is

Ycb�Xcb. Such a condition increases both the Early voltage (VA) and punch-

through breakdown voltage of the device. Additionally, a lightly doped collector

suppresses avalanche breakdown, so that both components of the collector-

emitter breakdown voltage (Veco) are minimized. Unfortunately, the PPSD layer

is much more heavily doped that would be preferred in light of these concerns.

Nevertheless, it is chosen because the Ge implant of the npn base layer presents

too many complications.

Lightly doped regions: To offset the undesirably high doping of the collector

tungsten) and the underling silicon or polysilicon. Surface layers of the latter are consumed in the
process [Plummer et al., 2000, p.699–700]. To prevent this manufacturing step, many processes offer
a salicide exclusion (SALEX) layer to be drawn over polysilicon gates and resistors or source/drain
diffusions.
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lightly-doped p-type diffusions can be implanted near the C-B edge. The

increase in Ycb associated with this layer (PLDD) should improve VA and Veco.

E.3.1.3 Base

Figure E.10 highlights the definition of the base width by means of the polysilicon gate

grown between the collector and emitter, as well as the base contact, which must be

the outermost ring if that W ′
b is to be minimized, thereby reducing the numerators of

all terms in (E.4). The n-type tub that forms the base itself, is addressed momentarily;

here, the key features of the two base structures cited are taken to include:

Base width: Using a MOS polysilicon gate to define the drawn base width means

W ′
b is only limited by the minimum lithographic feature, in this case 0.4 µm.

The sidewall spacers extending 0.1 µm on either side of the gate, a vestige

of the MOS design rules, do not increase W ′
b, whose outer edge is set by the

collector PLDD implants. Note that while W ′
b defines the intrinsic base width,

the effective Wb depends on the weighted average of all current paths from the

emitter to collector, including circuitous routes through the extrinsic base that

terminate on the bottom face of the collector implant.

Base contact: Leveraging the existence of deep n-type sinker (NSINK) layer, the

GCLPNP can reduce the contact resistance to the deepest portion of the base

well, which would otherwise result in an unacceptably large rb. It also act as a

depletion stop, preventing minority carriers from drifting beneath the collector

and reaching the neighboring deep-trench isolations (DTI), improving collection

efficiency and DIT sidewall leakage.

E.3.1.4 n-Type Tub

Figure E.11 describes three construction options for the n-type tub that composes

the entire base diffusion. According to (E.4) the doping of this region (ND) should

be as light as possible in order to limit recombination by increasing τp (through

the cross-section term of (C.24)) and increase injection efficiency. Additionally, the

doping profile would ideally mix that of retrograde and non-retrograde wells, so that
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it increases both at the base of the tub and its surface. The former spoils the gain of

the parasitic vertical pnp by creating a potential gradient that repels minority carriers

upwards (toward to the lateral pnp) and enhances recombination for those that do

make it to the junction edge before they reach the substrate. The latter lessens the

impact of the second term in (E.4), pertaining to recombination, via a built-in field

that forces carriers to flow away from the surface.

The implementations of Figure E.11 embody unique trade-offs between base

doping level and profile, summarized as follows:

pMOS well: Constructing the GCLPNP tub from the same layer that forms the

n-well for a pMOSFET (NWELL) benefits from a non-retrograde profile that

reduces the depletion width at the surface and whose built-in field limits current

flow there. However, this same field can direct minority carriers too deep, into

the extrinsic base where the collection efficiency is lower. Most importantly,

though, the NWELL layer is relatively highly doped, and may contain threshold

implants that counterdope the surface, increasing Sp at the expense of a more

well controlled ND. If the doping is high enough, recombination in the E-

B space-charge region may dominate at low-injection levels, exacerbating the

impact of this higher Sp.

npn collector: Offering nearly the opposite properties of the previous option, a tub

implanted with the doping used for the collector of npn BJTs (NCOLL) is much

more lightly doped than with NWELL, but of uniform density as a function

of depth, sacrificing the increased surface recombination for better collection

efficiency. The lower ND also improves injection efficiency according to (E.4),

but if too low can incite high-level injection effects at moderate Ic.

Buried layer: A key advantage of GCLPNPs built in BiCMOS technology is access

to an n+ buried layer that is traditionally used as the collector of the vertical

npn, but can serve as an excellent means of thwarting the parasitic conduction

path of the vertical pnp. The doping asymmetry between this layer (NBL) and

the tub itself (especially if the latter is doped with NCOLL), creates an electric

field that repels minority carriers from the substrate, favoring their collection
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by the GCLPNP and increasing reliability by preventing their injection into

the isolation (leakage) or substrate (latchup). The asymmetry also acts a

depletion stop, preventing the C-B depletion layer from reaching the substrate

and breaking down at high Vec. Finally, connecting the NBL to the base via

NSINK, reduces the extrinsic component of rb.

E.3.1.5 Variations

In the first generation of prototype GCLPNPs, two variations on the topology of

Figure E.7 were fabricated. Depicted in Figure E.12, both favored the combination

of NCOLL and NBL in an attempt to maximize β at the expense of VA and Vceo. The

only difference is the presence(absence) of the PLDD regions at the C-B edge near

the surface in the 1A(1B) device set.

For reasons explicated in Section E.3.2, the second generation again encompassed

two variants, but both used NWELL in place of NCOLL and omitted the PLDD

implants. The flavors designated 2A and 2B, and illustrated in Figure E.13, are

distinguished by the use of an NBL layer only in the former.

E.3.2 Measured Results

A test vehicle containing both generations of GCLPNP devices was fabricated on

Callisto 11 along with SVEPRE-0 (cf. Table 3.3). For each version, a triad containing

two instances laid out in common-centroid fashion around a single master affords

flexible connectivity to assess the performance of either the individual transistors

or a current-mirror mirror arrangement. The former approach was taken during

characterizations of the first(second) generation devices performed by the author on

February 5, 2005(January 30, 2005) in the E. L. Ginzton Applied Physics Laboratories

at Stanford University. Using an Agilent 4155C semiconductor parameter analyzer

and a probe station, I-V curves are traced out for all instances of each GCLPNP

version by fixing the emitter/source at +2.5 V and sweeping the base current and

collector voltage in nested loops for various gate voltages.12

12Although traditionally such characterization treats IB and Ic as negative, since they flow out
of the device, this polarity is inverted here to ease bookkeeping; as only pnp devices are being
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The measured results for samples of the two variations in the first generation of

GCLPNPs are provided in Figure E.14. For both devices, VG is swept from 0 V to

2.5 V in 0.5 V steps. Only the extremes of this range are depicted, along with VG =

1.0 V and VG = 1.5 V—bias points intended to deplete the base without turning on

the pMOS channel over most of the Vec sweep. Although the curves of Figure E.14(a)

largely exhibit the desired pnp character, two nonidealities are evident: β is a strong

function of Ib, varying from 6-20 at Vec =1 V; and substantial base-width modulation

leads to a low VA and thus a steep slope for Vec > 0.5 V. In addition, gummel plots

(not shown) reveal an excess of collector current at low Veb that artificially enhances

β, especially for strong accumulation biasing. The performance of both device types

is so similar as to conclude that the presence of NLDD is of little consequence.

From additional analysis, it is postulated the presence of NBL actually degraded

the β of these devices because the base width of the vertical devices is sufficiently

narrow that its field does little to repel minority carriers, which instead rapidly

recombine in this highly doped layer. The low Early voltage likely reflects the large

Xcb (and Xeb) that result from the low doping of the NCOLL tub. With such a large

fraction of W ′
b consumed by these depletion regions, fractional changes in the latter

with bias can be substantially enhanced when translated to Wb. Finally, the excess

collector current at low bias simply reveals that the pMOS device is being activated.

It turns out that, since NCOLL lacks a threshold implant, this transistor is behaving

as a depletion-mode device that is extremely difficult to turn off, since its threshold

is near zero.

All three of these shortcoming are addressed in the second generation of

GCLPNPs, which use a more highly doped NWELL base diffusion, with its attendant

threshold implant, to reduce Xcb and Xeb and increase Vthp. Additionally, the absence

of NBL should improve β if the above inferences are correct. Corresponding results

from a representative of this batch are provided in Figure E.15. Here, the absence

of NBL in the second variant indeed increases β, as predicted, compared to the first.

However, the use of NWELL has reduced the absolute β with little corresponding

improvement of VA. Instead, it seems that even with the threshold implant, the

examined, this introduces no ambiguity.
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(b) Version #1A: VG =1.0 V.
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(c) Version #1A: VG =1.5 V.
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(d) Version #1A: VG =2.5 V.

Figure E.14: Measured IC-vs-VEC curves for GCLPNP version #1A. With VE =
+2.5 V, VC is swept from 3 V to 0 V in −20 mV steps and IB is swept from 10 µA
to 50 µA in 10 µA steps for (a) VG = 0 V (b) VG = 1.0 V, (c) VG = 1.5 V, and (d)
VG =2.5 V. All terminal voltages/currents are compensated for pnp polarity.
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(e) Version #1B: VG =0.0 V.
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(f) Version #1B: VG =1.0 V.
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(g) Version #1B: VG =1.5 V.
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(h) Version #1B: VG =2.5 V.

Figure E.14: Measured IC-vs-VEC curves for GCLPNP version #1B. With VE =
+2.5 V, VC is swept from 3 V to 0 V in −20 mV steps and IB is swept from 10 µA
to 50 µA in 10 µA steps for (e) VG = 0 V (f) VG = 1.0 V, (g) VG = 1.5 V, and (h)
VG =2.5 V. All terminal voltages/currents are compensated for pnp polarity.
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(a) Version #2A: VG =0.0 V.
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(b) Version #2A: VG =1.0 V.
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(c) Version #2A: VG =1.5 V.
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(d) Version #2A: VG =2.5 V.

Figure E.15: Measured IC-vs-VEC curves for GCLPNP version #2A. With VE =
+2.5 V, VC is swept from 3 V to 0 V in −20 mV steps and IB is swept from 10 µA
to 50 µA in 10 µA steps for (a) VG = 0 V (b) VG = 1.0 V, (c) VG = 1.5 V, and (d)
VG =2.5 V. All terminal voltages/currents are compensated for pnp polarity.
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(e) Version #2B: VG =0.0 V.
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(f) Version #2B: VG =1.0 V.
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(g) Version #2B: VG =1.5 V.
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(h) Version #2B: VG =2.5 V.

Figure E.15: Measured IC-vs-VEC curves for GCLPNP version #2B. With VE =
+2.5 V, VC is swept from 3 V to 0 V in −20 mV steps and IB is swept from 10 µA
to 50 µA in 10 µA steps for (e) VG = 0 V (f) VG = 1.0 V, (g) VG = 1.5 V, and (h)
VG =2.5 V. All terminal voltages/currents are compensated for pnp polarity.
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attempt to bias the base in depletion with VG =1 V is still inducing channel formation

when the GCLPNP is forward biased, since VGW<0.7 V.

E.4 Summary

As a result of low Early voltage and only moderate β, neither generation of GCLPNP

achieved the desired performance. Although further investigation into the role of the

base doping profile and the unexpected detriment of the buried layer are necessary,

Figure E.16 reflects the best operational mode at the present time for a second

generation sample without NBL. Rather than deplete the base in an attempt to

increase gain, the gate bias has been set to its maximum value, VG = 2.5 V so as to

accumulate the surface and prevent channel formation. In so doing, the undesired

source-to-drain leakage of the ‘parasitic’ pMOS at low bias can be suppressed, and

the resulting Ic curves are substantially flatter. Nevertheless, for VEC > 1 V, the

low Early voltage is still manifest, resulting in the steep slope. In exchange for

channel suppression, this biasing condition reduces β, such that it ranges from ∼ 3

at Ib =−10 µA to ∼ 5 at Ib =−50 µA at Vec = 1 V. Although low, such values are

practically identical to the gain of the substrate pnp presently offered in BiCMOS8.

Thus, if follow-on efforts are able to diagnosis and correct the low Early voltage

behavior, a version of the second generation GCLPNP could provide performance

comparable to that of the BiCMOS8 substrate pnp with greater utility for circuit

designers.13

13There is also the potential for the inherent TID hardness described previously, but no such
determination was made for the prototype devices presented here.
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Figure E.16: Measured performance under best operating conditions, corresponding
to an accumulated version #2B GCLPNP with VG =+2.5 V. All other conditions are
as in Figure E.15. All terminal voltages/currents are compensated for pnp polarity.
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Appendix F

Filter Theory

Classically, the problem of filter design is divided into two phases: approximation

and realization [Sedra and Brackett , 1978, p.35]. Although Chapter 5 is primarily

concerned with the latter, as it describes a physical network that realizes the desired

AAF behavior, the first half of this appendix synopsizes the former:1 Section F.1

provides the analytical framework to evaluate potential approximations in terms of

the ideal responses of which they are capable. To then facilitate the realization of

a circuit that minimizes the error between its response and this ideal, Section F.2

synthesizes the popular metrics for characterizing non-ideal integrators, such as those

employed in the realization of Chapter 5.

F.1 Filter Descriptions

Using elementary filter theory, this section arrives at a rational representation of

the transfer function for target filter. To interpret the behavior of the mathematical

model in Section 5.1.1, Section F.1.1 elucidates its relationship to a class of frequency-

domain polynomials that offer some intuition.

1This is distinguished as the approximation phase because its upshot, T (s), is necessarily an
approximation to the idealized brick-wall filter of Figure 5.1(a). It is also noteworthy that the two
phases are rarely ignorant of one another, with iteration required to arrive at a filter approximation
that can be realized under constraints beyond just those on frequency response, such as available
component values, power budgets, area limitations, and other technological specifications.

693
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Vout(s)Vin(s) T(s) = 

Low-pass filter

B(s)

A(s)

Figure F.1: Simple block diagram defining transfer function, T (s), of low-pass filter.

F.1.1 Filter Polynomials

As when characterizing the feedback systems of Section 3.2.2, the filter block in

Figure F.1 is most readily described by the ratio of its output to input in terms of

the complex frequency variable s= σ+jω in the Laplace domain. For all practical

circuit realizations of N th-order filters,2 this relationship, captured by the transfer

function T (s)=Vout(s) /Vin(s), can be expressed as a rational function of polynomials

A(s) and B(s), of degree N and M respectively (where N ≥M) [Sedra and Brackett ,

1978, p.3],3 such that

T (s) =
B(s)

A(s)
(F.1)

The roots of the numerator(denominator) are known as the transmission zeros(poles)

and denoted by zT
i (pT

j ) for i=1, 2, . . .M(j=1, 2, . . . N).4

Although T (s) is a real rational function of s [Schaumann and van Valkenburg ,

2001, p.5],5 in the Fourier domain where s=jω, it constitutes a complex number that

can be expressed either in Cartesian or polar coordinates as:

T (jω) = T (s)|s=jω = R(ω) + jX(ω) = ρT(ω) ejΘT(ω) (F.2)

where the Cartesian components (R(ω) and X(ω)) are related to their polar

counterparts (ρT(ω) and ΘT(ω))through the standard expressions.

2The order of the filter is simply the number of homogeneous solutions of A(s).
3If M>N , the filter cannot be realized with a finite number of real components [Schaumann and

van Valkenburg , 2001, p.6].
4It can be inferred that there exist N−M transmission zeros at infinity.
5If the filter is to be implemented with positive-valued circuit elements and avoid oscillation, the

coefficients of B(s) and A(s) must be real-valued and, in the latter case, all positive (e.g., A(s) is
strictly a Hurwitz polynomial [Sedra and Brackett , 1978, p.3]) so that the zeros(poles) of T (s) lie in
the closed(open) left-half plane [Schaumann and van Valkenburg , 2001, p.5–6].
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To promote a better understanding of the available filter approximations, these

representations of the transfer function are often replaced with a class of polynomials

enumerated in the remainder of this section that describe the filter in terms of its

attenuation.

F.1.1.1 Loss Function

Since the pT
i represent the natural modes of the system, which is the information

most germane to filter design, classical treatments of the subject prefer to work with

H(s), the reciprocal of T (s) defined in Fourier space in by analytical continuation of

its Laplace transform as

H(jω) = H(s)|s=jω =
1

T (s)

∣∣∣∣
s=jω

=
A(jω)

B(jω)
(F.3)

Whereas the transfer function, T (jω), is a measure of signal transmission through the

system, H(jω) is known as the loss transfer function, or simply loss function. In this

context, the roots of B(jω) are alternately called the loss poles, but the roots of A(ω)

are still known as the natural modes, or simply poles, since they are independent of

the direction of signal flow through the circuit.

By analogy to (F.2), its also customary to define H(jω) in terms of an exponential

in a single complex variable ΘH, such that

H(jω) = ejΘH(ω) (F.4)

The variable ΘH, known (rather confusingly) as the effective transmission constant

[Sedra and Brackett , 1978, p.10], is decomposed according to ΘH =α(ω)+jφ(ω) where

the real and imaginary parts are derived from (F.4) as

α(ω) = ln(|H(jω)|) (F.5a)

φ(ω) = arctan

(
Im{H(jω)}
Re{H(jω)}

)
(F.5b)



696 APPENDIX F. FILTER THEORY

By substituting (F.2) and (F.3) into (F.5), it can also be expressed in terms of T (jω):6

α(ω) = −ln(ρT(ω)) = −1

2
ln
(
R2(ω) +X2(ω)

)
(F.6a)

φ(ω) = −ΘT(ω) = arctan

(
−X(ω)

R(ω)

)
(F.6b)

The real part of the transmission constant, α(ω), is known as the attenuation

function,7 while the imaginary part, φ(ω), is the phase lag.8 Although these two

6In the context of filter design, arctan is the so-called atan2 operation—a variation of the standard
arctangent (tan−1) that expands its range from [−π/2, π/2] to (−π, π], placing the angle it is proper
quadrant. For R ≤ 0 it dictates that +π(−π) be added to the result of tan−1(X/R) whenever X is
positive(negative).

7The attenuation function α(ω) can be related to the more commonly specified measure of
attenuation (in dB):

A(jω) = −20log(|H(jω)|) = 20log
(
eα(ω)

)
by the factor of 20log(e)'8.686. Hence the units of α(ω) are Nepers (a corruption of the name of
the famed Scottish logarithmic mathematician, John Napier) where 1 Neper'8.686 dB.

8Since the phase lag is a transcendental function of the coefficients of R(ω) and X(ω), and since
it is much more difficult to measure accumulated phase than the change in instantaneous phase,
φ(ω) is not a particularly convenient metric for filter designers (though it proves mathematically
useful subsequently). Instead of total phase lag, it is preferable to specify and measure the derivative
of the phase lag function with respect to instantaneous frequency. By analogy to the reciprocal of
its spatial equivalent, υg (cf. Footnote 32 of Chapter 1) this derivative is known as the group (or
envelope) delay, δ(ω), and can be expressed as an analytical function of the real and imaginary
polynomials of T (jω) using (F.2):

δ(ω) =
∂φ

∂ω
=

∂

∂ω
tan−1

(
−X(ω)
R(ω)

)
=

1
ρT

(
−R(ω)

∂X(ω)
∂ω

+X(ω)
∂R(ω)
∂ω

)
It can be shown through analytic continuation (that is, by substituting ω=s/j) that this expression
yields a real rational polynomial δ(s) that is analytically integrable, allowing the relationship between
φ(s) and δ(s) to be expressed as

φ(s) =
∫ s

0

δ(x) dx+ φ(0)

Notably, this implies that the area under the group delay curve only depends on the asymptotes of
the phase lag function because, letting s→∞:∫ ∞

0

δ(x) = φ(∞)− φ(0)

In other words, the subtle variations of the phase lag function with frequency do not effect the
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parameters can be computed in terms of the real and imaginary parts of T (jω) in

(F.6), they fundamentally describe the loss transfer function and as such the negative

signs associated with the loss of magnitude (in Nepers) and lag in phase (in radians)

are subsumed into their definitions.

F.1.1.2 Characteristic Polynomials

A quantity of particular interest in filter design, for reasons of mathematical simplicity,

is the squared magnitude of the transfer function, obtained by multiplying the transfer

function and its conjugate as9

|T (jω)|2 = T (jω)T ∗(jω) = T (s)T (−s)|s=jω (F.7)

Notably, since T (s) contains only real coefficients, (F.7) makes use of the fact that

its conjugation only requires negation of the complex variable itself:

T ∗(jω) = T (−jω) = T (−s)|s=jω (F.8)

This rule holds for all the polynomials described in this section.

Just as for T (jω) itself in (F.1), it is always be possible to express (F.7) as a ratio

of two polynomials whose order matches that of |T (jω)|2,10 such that

|T (jω)|2 =
|B(jω)|2

|A(jω)|2
(F.9)

But, since |T (jω) |2 is both real and even [Schaumann and van Valkenburg , 2001,

p.255], each term of (F.9) can also be expressed as just a polynomial of ω with order

accumulated group delay—only the difference between the initial and final value of φ(s) matter.
9Intuitively, this convenience can be understood in terms of symmetry. Any stable filter has all its

poles in the (open) left half of the complex plane. But, an analytical description of their locations
would be cleaner if mirrored analogs with positive real part also existed, forming a symmetric
constellation about the imaginary axis. Such is the case for the function described by T (s)T (−s);
hence, its utility.

10The degree of the numerator polynomial goes to n by explicitly counting the zeros at infinity
(cf. Footnote 4).
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n=2N . Using the subscript n to denote the order of each such polynomial,11 so that

the numerator and denominator become An(ω) and Bn(ω), which are known as the

characteristic polynomials, (F.9) can alternatively express Tn(ω) as

Tn(ω) = |T (jω)|2 =
Bn(ω)

An(ω)
(F.10)

Without loss of generality, the relationship between these nth-order characteristic

polynomials and their namesake Nth-order decompositions in (F.1) can be extracted

by considering just An(ω). If A(s) is factored such that A(s)=a

N∏
i

(
s+ pT

i

)
, where

a is a real number chosen such that A(s) is monic,12 then

An(ω) = |A(jω)|2 = a2

N∏
i=1

(
jω + pT

i

) (
−jω + pT

i

)
= a2

N∏
i=1

(
ω2 +

(
pT

i

)2
)

(F.11)

Since the coefficients of A(s) are real (cf. Footnote 5), its roots, pTi, are either real

singletons or conjugate pairs [Sedra and Brackett , 1978, p.3]. They can be squared

without first taking their magnitude in (F.11), which reveals that the n roots of An(ω)

are simply the positive and negative version of each of the roots of A(s); the same is

true for Bn(ω):

An(ω) = A
(
ω2
)∣∣
pTi →(pTi )

2 (F.12a)

Bn(ω) = B
(
ω2
)∣∣
zTi →(zTi )

2 (F.12b)

Typically, a filter approximation only specifies An(ω)(Bn(ω)) so the underlying

Aω(Bω) can be chosen such that it contains the N roots of A(ω2)(B(ω2)) with negative

real part to guarantee stability.

11The corollary: polynomials without subscripts are of order N .
12Monic representations of the characteristic polynomials, whose leading (i.e., highest-order)

terms have unity coefficients, are preferred for identifying the roots when factoring. In addition
to simplifying the mathematics, this choice of a is convenient for the filter implementations being
considered, whose most complicated A(s) is derived from trigonometric or Chebyshev functions of
real variables.
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F.1.1.3 Characteristic Function

To express the difference between the presence of a filter with an arbitrary response

|T (jω) |2, and the absence of any filter, in which case T (jω)=H(jω)=1, it also proves

convenient to express H(s) in terms of a polynomial K(s) known as the characteristic

function such that

|H(jω)|2 = 1 + |K(jω)|2 (F.13)

using the same analytical continuation as in (F.7).13 For an example bandpass filter,

this relationship, and the connection to α(ω) of (F.5a), is nicely summarized in

Figure F.2. From (F.1), (F.3), and (F.13), it can be shown that K(s) is also a

real rational function of s with the same denominator as H(s) [Sedra and Brackett ,

1978, p.52], so the Fourier representation employed in (F.13) can be expressed more

generally as

Kn(ω) = |K(jω)|2 = ε2
Fn(ω)

Bn(ω)
(F.14)

where ε is a real number whose extraction renders Bn(ω) monic. As for An(ω) and

Bn(ω) in (F.12), Fn(ω) can also be expressed as a polynomial in ω2, with roots zK
i

known as reflection zeros.

Combining (F.10), (F.13), and (F.14) yields the central equation of approximation

theory, known as the Feldtkeller equation [Sedra and Brackett , 1978, p.54]:

An(ω) = Bn(ω) + ε2Fn(ω) (F.15)

Equation (F.15) defines the relationship between the n roots of An(s) (the poles,

±pT), Bn(s) (the loss poles, ±zT), and the Fn(s) (the reflection zeros, ±zK)) through

ε, which is dubbed the ripple parameter for reasons made apparent in Section 5.1.1.

13In addition to encapsulating the deviation of the transfer function from unity, the structure
of (F.13) permits the application of rational functions which approximate zero, rather than unity,
which are simpler in nature [Sedra and Brackett , 1978, p.51].



700 APPENDIX F. FILTER THEORY

Figure F.2: Relationship between (top) H(jω), (middle) K(jω), and (bottom) α(ω)
(denoted as A(ω) here) for an example bandpass filter according to (F.13) and (F.5a).
Reproduced in toto from [Sedra and Brackett , 1978, p.53].
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F.1.2 Pole-Zero Relationships

According to (F.13), the ideal brick-wall low-pass filter of Figure 5.1(a) possesses a

characteristic function given by

K∞(jω) =

 0 , for ω ≤ ωc

∞ , for ω > ωc

(F.16)

Intuitively, to best approximate this unity-gain(zero-gain) in the passband(stopband),

the reflection zeros(transmission zeros) should be located directly on the jω axis at

or below(above) ωp(ωr) [Sedra and Brackett , 1978, p.67].

The implications of this approach for the choice of K(s) arise from a formally

expanding (F.14) according to (F.11) for the case when the roots of F (s) and B(s)

are complex and, consequently, occur as conjugate pairs:14

Kn(ω) = |K(jω)|2 = ε2
N/2∏
i=1

(
ω2 +

(
zK

i

)2
)(

ω2 +
(
zK∗

i

)2
)

(
ω2 + (zT

i )
2
)(

ω2 + (zT∗
i )

2
) (F.17)

If, to best approximate the ideal filter, zi
K→jωzi

K and zi
T→jωzi

T, then

F 2(ω)

B2(ω)
=

N/2∏
i=1

(
ω2 −

(
ωK

zi

)2
)2

(
ω2 − (ωT

zi)
2
)2 (F.18)

So, the conditions that the numerator and denominator of K(s) have real coefficients

and possess only imaginary roots results (via (F.12) and (F.17)–(F.18), respectively)

in

Kn(ω) = |K(jω)|2 = K
(
ω2
)∣∣
zKi →−(ωK

zi)
2
, zTi →−(ωT

zi)
2 = K2(ω) (F.19)

Whether Kn(ω) is expressed in terms of K(ω2) (with the appropriate substitu-

tions) or K2(ω)—both prove useful given the K(s) described in Section F.1.3—the

roots of its numerator(denominator), Fn(ω)(Bn(ω)), are the positive and negative

14For clarity, assume N is even. Otherwise, there exists an additional root for each polynomial on
the real axis.
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versions of the reflection(transmission) zeros, scilicet, the roots of F (s)(B(s)).

F.1.2.1 Summary

Consider now the following summary of the relationships between the roots of An(ω),

Bn(ω), and Fn(ω) as defined by (F.15) and the behavior of the desired Tn(s):

Transmission zeros: The zeros of Tn(ω), are the loss poles of Hn(ω) and Kn(ω),

which are related to the transmission zeros (i.e., the roots of B(s)) by (F.18) as

±zT
i . Since they are typically placed on the imaginary axis in the stopband, the

transmission zeros lie at those frequencies ωT
zi where the filter gain is identically

zero.

Reflection zeros: The zeros of Kn(ω) are related to the reflection zeros (i.e., the

roots of F (s)) by (F.18) as ±zK
i . Since they are typically placed on the

imaginary axis in the passband, the reflections zeros lie at those frequencies ωK
zi

where (F.13) reaches its minimum value (unity) and, thus Tn(ω) is maximized

(at unity).

Roots of ε2: Assuming K(s) is bounded, in which case the maximum value of Kn(ω)

is ε2 through the choice of this constant so as to monically normalize it. Then,

the loss function Hn(s) reaches its maximum value of 1 + ε2 whenever Fn(s)=

Bn(s). These values of s, denoted vK
i are often purely imaginary (vK

i →jωK
vi)

and represent the minima of Tn(s). They occur in the passband, where Bn(s)

is roughly constant (since the transmission zeros have not kicked in), at those

points between reflection zeros where Fn(s) is maximum.

Roots of negative unity: Literally interpreting (F.13), there should be no poles of

Tn(ω) on the jω-axis because Kn(ω) is always positive. But, by analytical

continuation, for which ω → s/j and by (F.19), for which Kn(ω) can be

represented as K2(ω), squaring of the imaginary constant permits negative

values of Kn(s) elsewhere in the complex plane. At points where Kn(s) =−1,

known as negative roots of unity, uK
i , the loss function goes to zero—such values

of s are the poles pT
i . Although not purely imaginary, these are related to Fn(ω)
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and Bn(ω) through analytical continuation of (F.14) as being the points for

which Fn(s)=ε−2Bn(s).

The relationship of various critical points in the domain of the characteristic function,

both along the jω-axis and throughout complex plane, to the corresponding properties

of the transfer function, are summarized in Table F.1.

F.1.3 Filter Approximations

The choice of characteristic function trades off the accuracy of the filter approximation

in both magnitude and phase across the full frequency space against the complexity

of its realization in terms of component quantity and quality. Over the course of

this research, various characteristic functions were considered and/or implemented

on SVEPRE prototypes to evaluate the suitability of the architecture for realizing a

range of approximations. These are briefly summarized as:

F.1.3.1 Butterworth

The Butterworth filter offers a maximally flat passband, meaning as many derivatives

of the transfer function are zero at the origin as possible. Consequently, the

attenuation increases monotonically from the origin to the edge of the passband,

providing linear phase in the absence of zeros there, and beyond. To see this formally,

consider the characteristic function for an N th-order filter of the form

Kn(ω) = ε2ω̃n (F.20)

where the frequency variable has been normalized to the passband edge so that

ω̃ = ω/ωp. Since Bn(s) = 1, there are no transmission zeros and the gain falls off

monotonically through the transition band and stopband after reaching its passband

minimum at the lone root of ε2 at ω̃=1. The only reflection zero is at the origin, so

the loss is initially zero and stays as flat as possible with increasing frequency. By



704 APPENDIX F. FILTER THEORY

C
h
ar

ac
te

ri
st

ic
fu

n
ct

io
n

T
ra

n
sf

er
fu

n
ct

io
n

L
o
ca

ti
on

P
ro

p
er

ty
K

n
(s

)
K

n
(ω

)
D

es
cr

ip
.

P
ro

p
er

ty
T

n
(s

)
T

n
(ω

)
D

es
cr

ip
.

s-
p
la

n
e

F
il
te

r
b
an

d

L
os

s
p

ol
es

±
pK i

±
ω

K p
i

R
o
ot

s
of

B
n
(s

)
T

ra
n
sm

it
.

ze
ro

s
±
zT i

±
ω

T zi
R

o
ot

s
of

B
n
(s

)
Im

ag
in

ar
y

S
to

p
b
an

d

R
efl

ec
ti

on
ze

ro
s

±
zK i

±
ω

K zi
R

o
ot

s
of

F
n
(s

)
M

ax
im

a
±

m
ax

T i
V

al
u
e

of
u
n
it

y
Im

ag
in

ar
y

P
as

sb
an

d

R
o
ot

s
of

ε2
±
v

K i
±
ω

K v
i

F
n
(s

)=
B

n
(s

)
M

in
im

a
±

m
in

T i
V

al
u
e

of
(1

+
ε2

)
C

om
p
le

x
P

as
sb

an
d

R
o
ot

s
of

−
1

±
u

K i
F

n
(s

)=
ε−

2
B

n
(s

)
P

ol
es

±
pT i

R
o
ot

s
of

A
n
(s

)
O

ff
jω

-a
x
is

T
ra

n
si

ti
on

T
ab

le
F

.1
:

S
u
m

m
ar

y
of

re
la

ti
on

sh
ip

b
et

w
ee

n
p

ol
es

,
ze

ro
s,

ro
ot

s,
m

ax
im

a,
an

d
m

in
im

a
of

fi
lt

er
p

ol
y
n
om

ia
ls

.



F.1. FILTER DESCRIPTIONS 705

expressing (F.20) in the alternate parlance of (F.19), as

K
(
ω2
)

=
(
εω̃N

)2
= (ω̃′)

2
(F.21)

and letting the ripple parameter be subsumed into a normalized frequency ω̃′=ε1/nω̃

it is clear that the n roots of negative unity of (F.21), are equally spaced around a

circle of radius 1(ε−1/N) in the normalized(raw) s-plane. Those N roots in the left-half

plane are designated as pT
i to ensure the filter is stable.

F.1.3.2 Type I Chebyshev

The advantage of a Chebyshev filter lies in permitting the passband to exhibit non-

monotonic variations, provided they are bounded by a specified Amax. As seen

when comparing Figure 5.1(b) to Figure 5.1(a), allowance of Amax > 0 dB permits

deviation from unit gain over the full passband. The Type I Chebyshev low-pass

filter possesses equiripple in the passband to most efficiently satisfy the attenuation

specification rather than far exceeding it at low frequencies, with a monotonically

decaying stopband and moderate group delay.

It requires a Kn(ω) that oscillates between 0 and ε2 over the passband, so that

Hn(ω) oscillates between 0 and 20log(1 + ε2)=Amax dB. Such a function is obtained

by scaling a Kn(ω) that oscillates repeatedly between ±1 for ω̃ <±1 known as the

Chebyshev polynomial of order N :15

CN(ω̃) = cos
(
Ncos−1(ω̃)

)
(F.22)

15It can be shown that (F.22) is indeed a polynomial using trigonometric identities. The result is
a recursive definition:

CN (x) = 2xCN−1(x)− CN−2(x)

wherein the order of N determines the initial conditions, |CN(0)|2 and |CN(1)|2, according to

|CN (0)|2 =

{
0 , for odd N

1 , for even N

and
|CN (1)|2 = 1
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Here, N can be understood as a multiplier to enhance the number of cycles of the

output between ±1 for each cycle of the input over the same range.

Simply scaling the full Chebyshev polynomial in (F.22) by ε would allow it to

oscillate between the desired limits over the passband, but the description is deficient

because the inverse cosine function at its heart is not defined for |ω̃| ≥ 1; beyond

the passband, the argument of (F.22) becomes imaginary. However, utilizing Euler’s

representation of cos(x) to derive relationships that hold over the range |ω̃| ≥ 1 and

substituting them into (F.22) gives

CN(ω̃) = cosh
(
Ncosh−1(ω̃)

)
(F.23)

Combining (F.23) with (F.22) yields a piecewise Chebyshev function that can serve

as Kn(ω) when scaled and squared according to (F.19):

Kn(ω) = K2(ω) = ε2C2
N(ω̃) =

 [εcos(Ncos−1(ω̃))]
2

, for |ω̃| < 1[
εcosh

(
Ncosh−1(ω̃)

)]2
, for |ω̃| ≥ 1

(F.24)

Lacking transmission zeros, analysis of (F.24) focuses on the passband branch,

which exhibits maxima(minima) at the reflection zeros(roots of ε2) that occur when

(F.22) goes to zero(unity). Such points correspond to

maxT
i = ω̃K

zi = cos

(
π

2

2i+ 1

N

)
(F.25a)

minT
i = ω̃K

vi = cos

(
π

2

2(i+ 1)

N

)
(F.25b)

for

i = 1, , 2, . . .
N

2
, for even N

i = 1, , 2, . . .
N

2
− 1 , for odd N

Note that all the reflection zeros lie on the imaginary axis inside the unit circle.

In contrast, solving (F.24) for its negative roots of unity and breaking each uK
i into
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its real and imaginary parts such that uK
i = σ̃K

ui + jω̃K
ui, indicates that the pT

i lie on an

ellipse given by: (
σ̃K

ui

sinh(a)

)
+

(
ω̃K

ui

cosh(a)

)
= 1 (F.26)

where a=N−1sinh−1(ε−1).

F.1.3.3 Type II Chebyshev

The Type II (or inverse) Chebyshev response combines the maximally flat passband

of a Butterworth filter with Chebyshev (or equiripple) behavior in the stopband while

offering moderate group delay.16 The presence of transmission zeros in the stopband

increases rα, just like the reflection zeros in the Type I response, but the stopband

attenuation is no longer monotonic. Exchanging high-frequency attenuation for a

flatter passband is attractive in many applications, but comes at a hardware cost

associated with implementing the transmission zeros—unlike its Type I analog, the

transfer function can no longer be all-pole.

The inverse Chebyshev transfer function is derived from simple transformations

of its Type I counterpart: first, subtract the latter from one, to produce a high-pass

equivalent. Then, replace ω̃ with its reciprocal to reflect the response about the

logarithmic frequency axis. It can be shown that these manipulations convert (F.24)

into

Kn(ω) = K2(ω) =
1

ε2C2
N

(
1

ω̃

) (F.27)

where CN(x) still represents the piecewise N th-order Chebyshev polynomial of (F.24)

but the mirroring now defines the normalization in terms of the stopband edge: ω̃=

ω/ωr.

Since both the argument of CN(x) and the overall expression of (F.27) are

reciprocated from their counterparts in (F.24), the reflection zeros of the latter are the

reciprocals of the transmission zeros of the former. However, when (F.24) and (F.27)

are substituted into (F.15), the reciprocation of the overall expressions is moot, so

16In some cases, the passband of the Type II Chebyshev can be even flatter than that of a
Butterworth filter of the same order [Schaumann and van Valkenburg , 2001, p.303].
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the poles, maxima, and minima of the two transfer functions can be directly mapped

from one to the other merely through reciprocation. The upshot is that zK
i and vK

i

lie beyond |j1| on the imaginary axis, in the stopband along with zT
i , while the poles

assume residence outside the unit circle at a reciprocal distance from the origin, but

with the same azimuthal location, and thus quality factor, as in the Type I case.

F.1.3.4 Cauer

The Cauer (or elliptic) filter can be viewed as a combination of the Type I and Type

II Chebyshev responses. That is, its transfer function contains complex poles inside

the unit circle located around an ellipse to provide equiripple in the passband (as in

Type I) as well as transmission zeros along the imaginary axis beyond |j1| to provide

equiripple in the stopband (as in Type II). The use of equiripple in both the passband

and stopband provides for best use of the allowable attenuation specifications and thus

the lowest possible order for a given transition bandwidth.

Let the poles inside the unit circle match the negative roots of unity for the

Type I characteristic function in (F.24). Then the Cauer Kn(ω) must possess the

same reflection zeros on the imaginary axis, ωK
zi given by the roots of the Chebyshev

polynomial. Conversely, if the loss poles of the Cauer Kn(ω) are set to match those

of the Type II characteristic function in (F.27), ωK
pi, then they must be given by

the reciprocal roots of the Chebyshev polynomial. Using the format of (F.18), these

conclusions are encapsulated by expressing the Cauer characteristic function as17

Kn(ω̃) = ε2
N/2∏
i=1

(
ω̃2 −

(
ω̃K

zi

)2
)2

(
ω̃2 −

(
ω̃K

pi

)2
)2 (F.28)

But, through (F.24) and (F.27), it has already been shown that the Type I

17In actuality, the Tn(s) pole and zero locations that arise from (F.28) are not identical to those of
the Type I and Type II Chebyshev approximations. One complication is the presence of non-unitary
Bn(ω) in (F.27), which changes the negative roots of unity from those of Type I case. Even though
Bn(ω) is hardly different from unity in the passband, since the transmission zeros of (F.27) lie in
the stopband, the pT

i are not identical. Secondly, scaling of the geometric mean presented in (F.29)
(cf. Footnote 18) is necessary to standardize the normalization of ωp and ωr. Typically, tables must
be used to arrive at the exact values of pT

i and zT
i .
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reflection zeros and Type II loss poles are reciprocals of one another, such that

ω̃K
piω̃

K
zi = ω̃2

m (F.29)

where ω̃m is the geometric mean frequency chosen to lie in between the poles and

zeros (in the transition band).18

F.1.3.5 Bessel

Although their analytical formulations do not conform as easily to a description in

terms of Hn(s) and Kn(s), Bessel filters are a popular choice for plasma wave receiver

AAFs are on account for their maximally flat delay and critical damping of their step

response [Ergun et al., 2001, p.78]. Their approximations are derived somewhat akin

to that of a Butterworth filter, but with all derivatives of the group delay, rather than

loss function, being set to zero so as to maintain the DC value (of zero) as long as

possible [Schaumann and van Valkenburg , 2001, p.401–405].

Consider the comparison of pole locations for 3rd-order Butterworth, Type I

Chebyshev, and Bessel filters in Figure F.3. The quality factor (Q) of the Bessel poles

is much lower than that of the other approximations owing to their angle with the jω-

axis.19 Since flat delay requires low-Q poles, while steep roll-off requires high Q, the

Bessel rα is vastly inferior even to that of a Butterworth approximation [Schaumann

and van Valkenburg , 2001, p.405].

Although 4-pole Bessel AAFs are the standard in modern WBRs, such as those

of FAST [Ergun et al., 2001, p.78] and THEMIS [Bonnell et al., 2008, p.315], their rα

is only ∼ 24 dB/octave. Without the benefit of higher oversampling ratios that can

18Although they are reciprocals, ω̃m is typically not set to unity because some scaling is needed
so that the ω̃= 1 is at the edge of the passband, rather than being in the middle of the transition
band.

19Recall that the Q of a complex pair of poles σ ± jω is given by Q= σ2 + ω2/σ. So, the angle
between the pole location and the imaginary axis, θ=tan−1(σ/ω) is

Θ = sin−1

(
1

2Q

)
The higher the pole Q, the closer the pair lies to the imaginary axis—for Q > 6, θ < 5◦.
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Figure F.3: Relative pole locations of Bessel approximation. For a representative,
normalized, 3rd-order low-pass filter, the poles of the Bessel approximation (denoted
Bessel-Thomson) lie outside the unit circle(ellipse) on which the poles of the
Butterworth(Type I Chebyshev) approximation fall. Reproduced in toto from
[Schaumann and van Valkenburg , 2001, p.409].

tolerate gradual attenuation while maintaining high resolution, the passband of the

target receiver would shrink by 75% if a 4th-order Bessel AAF were adopted. Since

the order of the Bessel filter necessary to preserve the full ωp (N ≥ 8) is too high

for practical integration in silicon at VLF frequencies, such approximations were not

considered for the SVEPRE AAF.

F.2 Integrator Loss Metrics

From a factoring like that of (F.18), the desired T (s) for each of the filters in

Section F.1.3 can be realized as a combination of lossless and lossy integrators that
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are ideally represented as

Tlossless(s) =
1

sτ
(F.30a)

Tlossy(s) =
1

sτ + 1
(F.30b)

Whether building such integrators from passive or active components, the non-ideality

of their constituent elements has long been a key consideration.

Traditionally, there are three methods of describing the degree to which an actual

implementation of an analog integrator deviates from (F.30) due to losses associated

with the circuit building blocks. Since each has a direct analog to the parasitic

losses of a passive reactance—the simplest integrator/differentiator—Section F.2.1

begins by presenting these fundamentals; Section F.2.2 extends the concepts to active

integrators. The most salient metric for filter designers, on account of the ease with

which it is both measured and interpreted, excess phase, receives additional attention

in Section F.2.3.

Formalizing the relationships between loss, dissipation, integrator Q, and excess

phase provides an analytical structure capable of treating errors from both circuit

classes analogously. When applied to analysis of the integrator circuits in Section 5.3,

this method identifies the allowable tolerances for such nonidealities in light of the

integrator specifications.

F.2.1 Reactive Losses, Passive

Consider the simplest, ideal integrator: an ideal capacitor whose admittance is given

by Y (s) = sC. Of course, any actual capacitor also exhibits some finite energy loss

resulting from leakage across its dielectric, which can be modeled as a parasitic parallel

conductance,20 σC =1/ρC, changing its admittance to

Y ′(s) = sC + σC (F.31)

20In actuality most real capacitors present a series parasitic resistance, not a parallel one. But,
when acting as an integrator, it is the parallel resistance that changes the location of the pole, thus
the equivalent mathematical description is formatted accordingly.
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Real-valued, since it models shunt power dissipation, the loss term σC moves Y (s) off

the imaginary axis, even for pure sinusoidal signals.

F.2.1.1 Dissipation

In a second interpretation, assume that the size of this resistance is inversely

proportional to the value of the capacitor—which is intuitively satisfying since smaller

capacitors have thicker dielectrics and thus longer resistive paths for leakage current—

so that the parasitic effects of σC can be incorporated into the admittance as

Y ′(s) = sC + σC = sC + dCC = (s+ dC)C (F.32)

where the dC is the reciprocal of the constant of proportionality between the capacitor

and ρC. Known as the dissipation factor, dC is zero for an ideal capacitor and can be

defined analogously for the series parasitic resistance of an inductor (as Rp = dLL),

though does not prove as germane to the discussion that follows.

Representing the parasitic loss of the capacitor using its dissipation factor is

convenient in that, adducing (F.32), merely substituting s→s+dC in all the relevant

loss functions accurately accounts for the frequency domain effects:21 it is akin to

evaluating the sinusoidal steady-state response along the line s=jω+dC.

F.2.1.2 Quality Factor

More commonly, the quality of an ideal inductor or capacitor is quantified by its Q,

or quality-factor, which, just as for the pole-Q (cf. Footnote 19) is defined as the ratio

of its nominal reactance(susceptance) to the total parasitic resistance(conductance)

when the parasitic impedance(admittance) in question is in series(parallel) with the

21Provided the dissipation is independent of frequency. When it is not, as discussed just hence,
excess phase is a more appropriate metric.
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element. Thus, the relationship between Q and d is derived from (F.32) as:

QC = Qparallel =
Im{Y (jω)}
Re{Y (jω)} =

ωC

σC

=
ω

dC

(F.33a)

QL = Qseries =
Im{Z(jω)}
Re{Z(jω)} =

ωL

ρL

=
ω

dL

(F.33b)

F.2.2 Reactive Losses, Active

To see how the notions of loss, quality factor, and dissipation can be extended to

active integrators—and, in fact, any element—consider the simplest case of the ideal,

lossless active-RC integrator defined by (F.30a) and generalize its transfer function

such that Tint(s) = 1/sτ , where τ is the integration constant and 1/τ the unity-gain

frequency. The corresponding loss function, Hint(s) = sτ is thus analogous to the

admittance of an ideal capacitor of value τ .

However, in a non-ideal implementation of this integrator, additional terms appear

in the Hint(s). For example, it can be shown that if it is built from an amplifier A2

with finite DC gain Ao2, as in Figure 5.9(a), then the non-ideal H ′int(s) contains a loss

term σint =1/Ao2 such that:

H ′int(s) = sτ + σint =

(
s+

1

τAo2

)
τ = (s+ dint) τ (F.34)

where the rightmost result expresses the dissipation of the integrator as dint =1/τAo2

by analogy with (F.32). Extending this notion to an integrator with a loss function of

arbitrary order m, it is always possible factor the H ′int(s) polynomial so that it obeys

the general form of (F.34) using a generalized time constant τint(s) and generalized

dissipation factor dint(s):

H ′int(s) = ams
m + am−1s

m−1 + . . .

=

(
am
ak
sm−k−1 +

am − 1

ak
sm−k−2 + . . .

)
aks

k−1

= (s+ dint(s)) τint(s)

(F.35)
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where k is the order of the lowest odd power of s in H ′int(s), typically unity.22

Leveraging analytical continuation into the Fourier domain to evaluate the

cumulative non-ideal effects of various elements in the integrator circuit, the effective

integration constant and dissipation in (F.35) become:

τint =
Im{H ′int(jω)}

ω
(F.36a)

dint =
Re{H ′int(jω)}

τint

= ω
Re{H ′int(jω)}
Im{H ′int(jω)} (F.36b)

Since all loss terms are subsumed into dint, it is also possible to define an effective

Qint by analogy with (F.33):

Qint =
Im{H ′int(jω)}
Re{H ′int(jω)} =

ω

dint

(F.36c)

Each non-ideality, including the DC gain and parasitic poles of A2, results in an

additional term in H ′int(s) of (F.35) that is included in the summation for dint(s).

Thus, the non-ideal T ′int(s) can be derived from its ideal counterpart using s→s+dint.

F.2.3 Excess Phase

Unfortunately, for most realistic integrator implementations, it can be extremely

cumbersome to compute τint and dint from (F.36), so such a substitution is nontrivial.

The difficulty in extending the dint or Qint model to higher order H ′int(s) is that

both quantities, related through Q = ω/d arise from the assumption that σint is

proportional to τint but independent of frequency. Another formulation better suited

for capturing the losses that vary with frequency is to treat the additional terms

in H ′int(s) as undesired poles and quantify their contribution to phase lag of the

signal, φ(ω), in excess of the 90◦ that is characteristic of an ideal integrator. This

interpretation is especially suited to active integrators in which there is often a one-

to-one correspondence between these parasitic poles and the frequency response of

the elements in the feedback loop.

22For unit k, τint(s)=τint, whereas dint(s)=dint for m<2.
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F.2.3.1 Lossless Integrator

An elementary example of excess phase computation returns to the generalized lossless

integrator of (F.30a) and re-derives the result not for an opamp with finite gain as in

(F.34), but one with finite bandwidth, by using the integrator model for the opamp

first introduced in Section 5.2.1.1 (cf. Footnote 14 of Chapter 5) in which A2(s)=ωt/s.

The loss function then becomes

H ′′int(s) = −
[
s2 τ

ωt

+ s

(
τ +

1

ωt

)]
(F.37)

Rather than collecting the second-order term into dint(s), recall the definition of the

phase lag function φ(ω) provided in (F.5b). Assuming that ωtτ � 1, which implies

that the cut-off frequency associated with the integration constant, ωo =1/τ , is much

smaller than the opamp gain-bandwidth product and employing the usual analytical

continuation to Fourier space, (F.37) becomes

H ′′int(jω) =
ω2τ

ωt

− jωτ (F.38)

which corresponds to a phase lag of

φ(ω) = arctan

(
Im{H ′′int(jω)}
Re{H ′′int(jω)}

)
' π

2
+ tan−1

(
ω

ωt

)
(F.39)

where final approximation assumes ω�ωt.

Since the excess phase of a first-order integrator, ∆φ(ω), is defined as ∆φ(ω) =

φ(ω)−π/2, the excess phase contribution of the opamp to the lossless integrator is

given by

∆φ(ω) = φ(ω)− π

2
= tan−1

(
ω

ωt

)
' ω

ωt

(F.40)

where the approximation truncates the Taylor expansion of tan−1(x) at tan−1(x)'x.

The term ω/ωt resembles the phase contribution in the vicinity of a pole, so the

excess phase can be interpreted as the additional lag in the feedback loop due to the

single-pole response of the opamp.
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Substituting (F.36) into (F.40), the excess phase of (F.40) can alternately be

expressed in terms of the integrator dissipation and quality factor, unifying the four

loss accounting methods in a single formula:

∆φ(ω) = −tan−1

(
dint

ω

)
= −tan−1

(
1

Qint

)
= −tan−1

(
σint

ωo

ω

)
(F.41)

F.2.3.2 Lossy Integrator

Having shown through the preceding examples that (F.41) has an approximate value

of ω/ωt for the lossless integrator of Figure 5.9(a) it is worth noting for completeness

that the same result holds for the lossy integrator of (F.30b). Again using the

integrator opamp model for A1, the generalized loss function for the circuit of

Figure 5.9(b) is found as

H ′′int(s) = −
[
s2 τ

ωt

+ sτ

(
1 +

1

ωtτ

(
1 +

1

To

))
+

1

To

]
(F.42)

where the finite DC gain is captured by To = −R4/R3 and the gain-adjusted time

constant τ=τ ′/To is the time constant of an equivalent lossless integrator absent the

effect of this DC gain. Provided that the ωtτ � 1+1/To, which is the case so long

as the DC gain is reasonably large, the analytic continuation of (F.42) into Fourier

space yields an expression very similar to that of (F.38):

H ′′int(jω) =

(
ω2τ

ωt

− 1

To

)
− jωτ (F.43)

The loss term σint (in parentheses) now contains two components: one due to the

fact that this is a lossy integrator (1/To), and one which results from the opamp gain-

bandwidth product (ω2τ/ωt). Since only the latter embodies opamp nonidealities,

the former can be ignored, leaving the loss transfer function(excess phase) identical

to that of (F.38)((F.40)) for the lossless case.



Appendix G

Auxiliary SVEPRE Circuits

This appendix briefly describes the design, operation, and simulated performance

of selected SVEPRE building blocks smaller in scale than the LNA and AAF but

nonetheless vital to the overall function of front-end. Intended primarily for reference,

rather than exhaustive tableau, the coverage herein supplements that of Chapter 4

and Chapter 5 by highlighting the unique and performance-critical aspects of these

auxiliary circuits and establishing connections between their implementations and

those of the LNA and AAF.

Rounding out the chronicle of the SVEPRE contents, Section G.1 examines

constituents of the AAF heretofore neglected, particularly the operational amplifier

(opamp) at the core of each integrator. Section G.2 catalogs circuits at the top of

the SVEPRE hierarchy that impact both the LNA and AAF by providing global

bias and reference signals. In both sections, transistor-level schematics capture the

design principles and simulation results confirm their efficacy, which cannot be directly

measured on the fabricated die in the absence of direct access to these embedded

elements.

G.1 AAF Elements

With the novel transconductors extensively limned in Section 5.4 and Section 5.5,

and the construction of its metal comb capacitors recounted in Section 5.6.1.2 the

717
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remaining constituents within each biquadratic stage of the AAF (cf. Figure 5.8(b))

are documented in this section. Chief among these, in terms of power consumption,

die real estate, and impact on performance are the operational amplifiers (opamps) in

the Gm-C-Opamp integrators of Figure 5.11;1 Section G.1.1 summarizes key aspects

of their design.

G.1.1 Operational Amplifier

The fully differential integrator opamps must provide high gain and wide bandwidth,

while consuming a modicum of supply current. A key distinction from the operational

transconductance amplifier (OTA) of a Gm-C integrator is the need for a low output

impedance in order to drive the pnp inputs of each transconductor, as well as any

off-chip load at the output of the AAF. To meet these objectives, each opamp adopts

the two-stage architecture of Figure G.1.

Stage 1 is a folded cascode amplifier with nMOS inputs whose high output

impedance provides all the gain necessary for the opamp. To buffer the signal,

Stage 2 implements a pseudo-differential, level-shifting, Class A follower network. As

opposed to a traditional opamp, the fully differential signal path requires common-

mode feedback (CMFB) to establish the mean voltage V int, which would otherwise be

subject to the vagaries of the matching between top- and bottom-rail sources of the

folded cascode. Finally, all three elements are biased from the chip-wide IO master

reference current using an innovative network akin to that of the LNA. Each of these

four elements is elucidated separately below.

G.1.1.1 First Stage

The schematic of the folded cascode that implements the first stage of the opamp,

including its biasing branches, is shown in Figure G.2. Despite the gain penalty

associated with their body-effect sensitivity and the increased flicker noise (cf.

Section 3.1.3.3), nMOS input devices M1 and M2 are chosen over pMOS in order

1For simplicity, all AAF integrator opamps are identical. For especially power-conscious
applications, a more aggressive approach optimizes opamp power consumption by scaling the size of
the amplifier in each integrator in proportion to the Q of its stage.



G.1. AAF ELEMENTS 719

Stage 2Stage 1 1.1 pF

1.1 pF

Vin+

Vin—

Vout+

Vout—

Vcm1

Vcntlcm

Vint—

Vint+

CMFB
Sense+

Sense—
Cntl

Ref

Bias

Biasing
Network

Figure G.1: Simplified schematic of opamp architecture. Stage 1(Stage 2) provides
high(unity) gain with high(low) output impedance. The CMFB network ensures V int

is firmly specified, whereas the 1.1pF capacitors at this node set the dominant pole
location.

to accommodate the input common-mode range set by the 1.75-V Vcmo of the

transconductors. Establishing the proper ratio of the static current through this

input pair to that of M3/M4, prevents the remainder of the cascode stack (M5–M10)

from being starved of current at the extremes of the input swing, speeding their

recovery from large ASETs or slewing events. The CMFB control signal returns to

the gates of M9a/M10a, which are adjusted until V int reaches the desired level. Note

that this signal, Vcntlcm, could have been returned to Q1/Q2 to ensure that the input

pair is also governed in the CMFB loop, but this introduces additional phase shifts

that undermine loop stability (cf. Section G.1.1.3).

G.1.1.2 Second Stage

The second stage of the opamp is responsible for providing low output impedance

with ∼ 0-dB gain. The unity-gain voltage buffer of Figure G.3 accomplishes this



720 APPENDIX G. AUXILIARY SVEPRE CIRCUITS

M
1 4

0
.7

5

8 1

V
in

+

M
2

4
0
.7

5

8 1

V
in

—

m
:3

Q
2

m
:3

Q
1

V
tc

a
s

V
b
ca

st

M
3

6.
5 1

7 1

M
4

6
.5 1

7 1

M
7

12
.5 2

8 1

M
8

12
.5 2

8 1

M
10

a

6
.4 1

8 1

M
9a

6
.4 1

8 1

M
1
9

1
2
.5 2

2 1

M
2
0

1
.6 1

1 1

V
cn

tl
cm

V
in

t+
V

in
t—

M
5

7.
5

0.
75

8 1

M
6

7.
5

0.
75

8 1

m
:2

Q
4

m
:2

Q
3

M
2
1

6.
5 1

1 1

M
24

7
.5

0
.7

5

2 1

M
23

1
.3 1

1 1

M
18

7
.5

0
.7

5

2 1

V
tc

a
s

V
b
ca

sh

M
2
2

7.
5

0.
75

2 1

m
:2

Q
6

m
:2

Q
5

V
tc

as
n

12
0 
µ
A

80
 µ

A
80

 µ
A

20 µA

20 µA

20 µA

M
17

6
.5 1

1 1

F
ig

u
re

G
.2

:
S
ch

em
at

ic
of

fi
rs

t
st

ag
e

of
op

am
p
.

T
h
e

b
ia

si
n
g

n
et

w
or

k
of

F
ig

u
re

G
.5

p
ro

v
id

es
V

tc
a
s,
V

b
ca

st
,

an
d
V

b
ca

sh
.

T
h
e

C
M

F
B

n
et

w
or

k
of

F
ig

u
re

G
.4

p
ro

v
id

es
V

cn
tl

cm
.

N
om

in
al

b
ia

s
cu

rr
en

ts
an

n
ot

at
ed

in
gr

ee
n
.



G.1. AAF ELEMENTS 721

through a pseudo-differential architecture in which the sizing and bias currents of

M25/M26(Q7/Q8) match their nominal VGS(VBE) at ∼ 775 mV. As consequence,

the V int = 1 V established by the CMFB network is preserved through the

upward(downward) level-shift of the pMOS(npn) followers, producing V out'1 V.2

The npn followers Q7/Q8 form a Class A output stage featuring high linearity

and slew-rate on account of their large emitter bias currents. In the general case,

the opamp slew rate sets the maximum current draw according to [Gray et al., 2001,

p.680–691]

Imax ≥ 4πfoVampCL (G.1)

where fo(Vamp) is the fundamental frequency(amplitude) of the fastest(largest)

sinusoid of interest, and CL is the differential load capacitance. However, for the

special case of the AAF topology, the opamp must only supply as much charge to

the feedback capacitors as is driven onto them by the transconductors,3 plus that

for any overall load. Thus, Imax is much smaller than that predicted by (G.1) and,

in the worst case of the largest transconductor (G3 of Stage 3), driving the smallest

feedback capacitor (C2 of Stage 3), as well as its bottom-plate parasitic in parallel with

an instrument/probe, representing a differential load of CL = 7.6 pF, the maximum

current requirement is:

Imax ≥ mamfGm3Vamp

(
1 +

CL

C2

)
(G.2)

where ma = 1.2(mf = 1.25) includes a 20%(25%) margin for amplitude(frequency).

The 300 µA limit set by (G.2) sets IE7,8 in Figure G.3.

The biasing branches are analogous to those of Figure G.2, but here both pMOS

cascode biases, Vbcasp and Vtcasp, are exported to the CMFB network in order to

ensure that the tail currents steered by the CMFB amplifier match those flowing in

2It is notable that the connectivity of Figure G.1 prioritizes the CM level at Vint over that of
Vout, since the former is a high impedance node more sensitive to current imbalances. Although the
relationship between the two is not guaranteed by feedback, the net level-shift of the second stage
can vary without dire consequence to the transconductors on account of healthy design margin for
V out.

3This argument ignores the current drawn by the transconductor inputs, which is negligible by
comparison.
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the cascode stack.4

G.1.1.3 Common-Mode Feedback

The cross-coupled, degenerated differential pairs of Figure G.4 are the heart of the

common-mode feedback network in Figure G.1: they sense the common-mode level

Vint, compare it against the specified Vcm1 and mirror the appropriate currents from

M9b/M10b to M9a/M10a of Figure G.2 via Vcntlcm so as to adjust V int accordingly.

Degeneration resistors R1 and R2 are sized at 60 kΩ so as to expand the operating

range of the CMFB network without sacrificing enough gain to degrade its accuracy.

To reduce mismatch between the currents flowing in the CMFB amplifier and those

it is controlling, M9b/M10b and M15/M16 are laid out in common-centroid with

their counterparts in the folded cascode (M9a/M10a and M7/M8) and former are

also biased from Vtncas.
5

The potential for M9/M10 current mirror errors due to either mismatch between

the devices themselves or between the CMFB and folded cascode biasing, presents two

significant and conflicting challenges in the design of the CMFB network: ensuring

that its gain is sufficient to correct for the expected range of CM imbalances in the

folded cascode and preserving stability under worst-case conditions. The former is

addressed by ensuring that the gain of CMFB network is within 20 dB of that of the

differential signal path.6 To achieve this condition, M31–M34 are sized and biased

so that, even when degenerated, the CMFB loop gain exceeds 65 dB and M9a/M10a

carry the full tail current to the folded cascode, not only a fraction as recommended

for stability Gray et al. [2001, p.822–823].

As for stability, sensing the common-mode level at Vint rather than Vout and

returning Vcntlcm to M9a/M10a rather than Q1/Q2 minimizes the number of elements,

4Naturally, such matching could be even better attained by exporting these signals from first
stage. Indeed, the stated approach carries minimal layout impact and, thus, was chosen for
expediency rather than performance; a different trade-off should attend future revisions.

5Similar considerations apply to M35–M42, but their currents are matched to those of the second
stage as described in Footnote 4.

6This rule-of-thumb should properly be extended to dictate equality of the differential-mode and
common-mode gains in the most conservative of designs. However, this is a stringent and potentially
intractable requirement [Duque-Carrillo, 1993, p.131–140].
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Property Value Units

DC loop gain 66.8 dB

−3 dB bandwidth 6.0 kHz

Unity-gain frequency 12.5 MHz

Phase margin 66.3 degrees

Powera 99.9 µW

a Power applies to the CMFB amplifier of Figure G.4 only; biasing not included

Table G.1: Simulated performance of opamp CMFB loop with
differential load of 6 pF at Vout. Gain measured by breaking loop
at Vcntlcm, injecting signal at gates of M9a/M9b, and sensing output
at gate of M9b.

and thus non-dominant poles, in the CMFB loop. Intuitively, since this loop possesses

the same dominant pole at Vint as the first stage, matching their gains (to within

20 dB) dictates that additional phase lag in the CMFB path be equal or less than

that experienced by signals traveling from Vin to Vint in the first stage.

The gain and stability of the CMFB loop are evidenced by the specification

summary provided in Table G.1. Validated in simulation by breaking the CMFB loop

and injecting a input signal while terminating Vout in a 6 pF differential load, these

properties of opamp CMFB network, together with confirmation of its robustness to

process-induced device mismatch, affirm the integrity of the design.

G.1.1.4 Biasing

The novel bias network in Figure G.5, which provides the bias voltages for both the

low (Vbcash) and high (Vbcast) current-density tail sources throughout the opamp, as

well as cascode voltage Vtcas, is effectively identical to that of Figure 4.22. Thus, for

a complete description of its design and operation, refer to Section 4.2.4.1.

G.1.1.5 Summary

The simulated performance of the complete opamp in Figure G.1 is summarized in

Table G.2. For a differential capacitive load of 3 pF(6 pF), representing a 1.5×(3×)
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Property Value Units

DC gain 82.73 dB

−3 dB bandwidth 7.41 kHz

Input capacitancea 37.30 fF

Unity-gain frequencyb

CL =3 pF 95.04 MHz

CL =6 pF 85.22 MHz

Phase marginb

CL =3 pF 46.38 degrees

CL =6 pF 34.78 degrees

Input-referred noise

@100 Hz 487 nV/
√

Hz

@13.8 MHzc 127 nV/
√

Hz

Power dissipation 3.44 mW

Active 2.95 mW

Biasing 492 µW

a Input capacitance measured incrementally and differentially at Vin
a Load capacitance measured differentially at Vout
c The minimum of the input-referred noise curve occurs at this frequency

Table G.2: Simulated performance of opamp embedded in AAF
integrators. All capacitance measured differentially.

margin over the load imposed by the bottom-plate parasitic of the largest feedback

capacitor (∼ 4 pF single-ended),7 these result exhibit sufficient bandwidth and gain

overdesign to accommodate the radiation-induced MOSFET and BJT degradation

described in Section 2.1.1 and Section 2.1.2, respectively.

7This load excludes the feedback capacitors themselves, which are in series with the opamp
outputs when computing the integrator loop gain and therefore do not directly contribute to the
non-dominant poles there.



728 APPENDIX G. AUXILIARY SVEPRE CIRCUITS

G.2 System Elements

The novel solutions of at the cores of Chapter 4 and Chapter 5 depend upon global

circuitry that, while more conventional in construction, is nevertheless critical to

the overall performance of the front-end. A sampling of these system-level elements

is offered below. Section G.2.1 describes the voltage regulator responsible for

establishing Vreg—the common-mode bias of both the LNA output stage (via the

center-tap of Rl in Figure 4.17) and the transconductor GGC (via the shared emitter

of Q1/Q2 in Figure 5.35). Circuits embedded in the pad frame to handle the internal

or external generation of master reference voltages (Vcm1 and Vcm1) and currents (IB,

IE, IO) are described in Section G.2.2.

G.2.1 Voltage Regulator

To eliminate the power consumption and potential instabilities associated with

common-mode feedback networks, the common-mode output(input) voltage of the

second stage of the LNA(AAF) is established by a feed-forward mechanism explained

in Section 4.2.3.2(Section 5.5.2) that relies on a regulated, on-chip voltage, Vreg ' 1 V.

Although liberal margin in the design of both components renders their performance

insensitive to the absolute value of this voltage to within several hundred millivolts,

and although its noise—being common-mode—is of little consequence, any signal-

dependence of Vreg on the load current Iload can potentially incite distortion through

common-mode to differential-mode conversion. Thus, the primary goal in the design

of the regulator is to ensure high load regulation, defined as the percent change in

the output voltage for a specified change in the load current.

Rather than a single regulator, layout symmetries inspire the use of two identical

regulators per AAF stage.8 Each regulator must sink the tail currents from the outer

pair of GGC npn devices from up to four transconductors, for a maximum load of

240 µA at an output of ∼1 V with load regulation better than 0.01%. The remainder

8The regulator in Stage 1 is closest to the LNA and provides it with Vreg. Since the load current
sourced/sunk by the LNA is negligible compared to that of the transconductors, this connection
does not demand additional performance of that regulator.
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Figure G.6: Simplified schematic of regulator feedback loop. All bias currents are
derived from IO, via Vbmst and Vtmst. The feedback factor of 0.8 ensures high load
regulation and accurate matching. Nominal bias currents annotated in green.

of this section describes the feedback circuit used to achieve these specifications.

G.2.1.1 Feedback Loop

Each regulator comprises the feedback loop shown in Figure G.6, at the heart of which

lies a simple operational amplifier, A1 [Gray et al., 2001, p.594]. The positive input

terminal is fed by a reference ladder that establishes a target value of Vref =0.8 V by

driving a single diode-connected npn (Q8) with a 40-µA current derived from IO.9

9To build a truly stable reference that is insensitive to temperature and the supply voltage
from which it is derived requires a more sophisticated approach [Gray et al., 2001, p.596–599].
In particular, since the Vbe of Q8 varies according to the classic −2 mV/◦C—recall that Vbe

is complementary to absolute temperature (CTAT), whereas ∆Vbe is proportional to absolute
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From the target Vreg of 1 V, this requires R1 and R2 to establish a feedback factor

of 0.8 for Vfb that is selected for two reasons. First, since a value of 0.8 V is easily

derived from an npn Vbe, Vref tracks any TID degradation of the same property in

the target GGC devices,10 preserving the desired headroom in the face of radiation.

Secondly, load regulation is inversely proportional to the value of Vref via [Gray et al.,

2001, p.594]
∆Vreg

Vreg

=
Ro

AoVref

∆Iload

Iload

(G.3)

where Ao(Ro)) is the DC gain(output resistance) of A1. The larger the feedback

factor, the better the load regulation, limited only by the 1 V target for Vreg. Since

the matching of R1 and R2 benefits from a common-centroid-compatible ratio of 1:4,

a feedback factor of 0.8 is accurately realized.11

The load regulation is simulated by sweeping Iload from 0 µA to 250 µA and tacking

Vreg. The result, depicted in Figure G.7 confirms better than 0.005% regulation is

attained for this choice of feedback factor and the A1 design described in the next

section.

G.2.1.2 Feedback Amplifier

A schematic of the opamp at the heart of each voltage regulator is provided in

Figure G.8. The first stage is a simple pMOS-input differential pair, whose tail 40-µA

tail current is derived from IO. It employs β-helper Q3 to balance the loading of Q4

at the input to the Darlington pair that comprises the second stage. A standard lead

network comprised of R3 and C1 compensates the two-stage design by: leveraging

the high gain of the Darlington pair to Miller-multiply C1 and thereby effect pole-

splitting, shifting the dominant(non-dominant) pole at output of the first(second)

temperature (PTAT)—the circuit shown makes no attempt to implement temperature correction.
However, like the supply fluctuations which affect M7/M8 just as they do master devices from which
they derive their bias current, such temperature shifts are be incurred by the GGC outer pairs,
so the net headroom available to the tail sources of the inner pair of each transconductor remains
practically independent of temperature.

10Incidentally, replicating the behavior of the GGC devices motivates the implementation of Q8
with an NLd25x0d6 transistor.

11Of course, other layout-friendly ratios such as 1:8 and 1:16 can be employed at the expense of a
more elaborate Vref generating branch.
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Figure G.7: Simulated load regulation of on-chip voltage regulator. In addition to
load regulation to better than 0.01%, the line regulation (not shown) is better than
−95 dB(−30 dB)at 100 Hz(1 MHz). Markers indicated simulated data points.

stage down(up) to ∼ 100 Hz(∼ 16 MHz); and introducing a zero at 3.9 MHz that is

low-enough relative to the non-dominant pole at Vout for nearly all of its phase to be

contributed prior to the gain-crossover.12

The key performance metrics for the regulator amplifier are summarized in

Table G.3. When embedded in the feedback loop of Figure G.6, it remains stable while

providing gain and output resistance sufficient to achieve the desired load regulation

(cf. Figure G.7).

12It is important that this zero be well below the non-dominant pole because cancellation is not
assured given process tolerances.
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Figure G.8: Schematic of regulator opamp. All bias currents are derived from IO, via
Vbmst and Vtmst. Compensation capacitor C1 is implemented as a metal comb capacitor
and R1 is comprised of eight segments of a high-resistance polysilicon. Nominal bias
currents annotated in green.

G.2.2 Reference Generators

For ease of use, SVEPRE affords the option to generate the Vcm1(Vcm2), the reference

voltage used to set the common-mode output level of the LNA(transconductors),

from either an on-chip reference ladder or a board-level source. In contrast, the three

reference currents, IB, IE, and IO must be established through off-chip elements,

but provisions exist to accommodate both discrete resistors and adjustable current

sources.
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Property Value Units

DC gain 99.17 dB

−3 dB bandwidth 97.65 Hz

Unity-gain frequency 10.8 MHz

Phase margin 72.0 degrees

Powera 162.5 µW

a Power applies to the regulation amplifier of Figure G.8 only; biasing not
included

Table G.3: Simulated performance of opamp for on-chip regulator
with differential load of 10 pF at Vout. In the absence of the feedback
loop, Vout settles to 1.754 V.

G.2.2.1 Reference Voltages

As shown in Figure G.9, a 100-kΩ on-chip resistor ladder in the pad frame, supplied

by Vsup, provides an ∼ 1 V reference for Vcm1.13 An identical circuit is connected to

CM2I and CM2E, except that Vref is tapped off between R2 and R3. In both cases,

A1, a simple buffer amplifier whose schematic is provided in Figure G.10, provides

the drive current for the bias line feeding the core of the chip.14 Bypass capacitor C1

serves as a local charge reserve to counteract rapid fluctuations in the load on this

line.

To activate this internal reference, switch S1(S2) is opened(closed), completing

the feedback loop around the A1 buffer and isolating the chip from the board-level

source.15 In some instances, it is preferable to drive one or more SVEPRE instances

from a master, on-board reference voltage generator such as that of Section H.2.4,

to ensure uniformity and reliability. To that end, switch S1 can be closed so as to

13Since symmetric layout practices are applied to the construction of R1, R2, and R3, improving
their matching and temperature coefficients, the achieved Vref is most sensitive to variations in Vsup

as a result of IR-drops and temperature fluctuations. However, since both the LNA and AAF design
offer margin that tolerates variation of hundreds of millivolts in Vcm1, this uncompensated ladder
need not operate from a regulated supply.

14By design, the reference voltage only drives MOS gates and is a common-mode signal that does
not limit the speed of the differential path. Hence, A1 need not supply much current.

15Switches S1 and S2 are merely conceptual and need not be formally implemented on the PCB.
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Figure G.9: Diagram of options for reference voltage generation. The on-chip ladder,
buffer, and bypass capacitor for Vcm1 are depicted; those of Vcm2 are identical except
that Vref is tapped off between R2 and R3 (∼ 1.75 V). Switches to route signals at
the PCB level are merely conceptual.

directly drive the Vcm1 line from this source. For radiation environments where SEEs

are of concern, it is recommended that S2 remain closed in this configuration, so as

to prevent the Vext from floating.

G.2.2.2 Reference Currents

Figure G.11 reveals the implementation of the global reference current generators

blocked out in Figure 5.45; shown for the IB network, the circuitry for the IE and IO

networks is identical. In all three cases, identical copies of these current mirrors are

connected to pins on both the left (BOL, EOL, and OOL) and right (BOR, EOR,

and OOR) sides of the pad frame, providing symmetric feed points for the tripartite

distribution grids illustrated in Figure 5.45. Terminating only one of the two master

mirrors provides a pin voltage of Vbor ' 1.05 V at the nominal current of 40 µA.
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pad frame with the other elements of Figure G.9, this amplifier is also powered from
Vsup. R1 is comprised of ten segments of a high-resistance polysilicon. Nominal bias
currents annotated in green.

To obtain an additional 100 mV of headroom, which may be necessary to operate

discrete current sources such as the LM334 [Linear Technology, LM334],16 both pins

can be joined to provide a voltage of ∼1.16 V at 40 µA.

The use of a pMOS, rather than nMOS, diode stack is designed to limit the

current consumption of SVEPRE in the face of total dose degradation. For the case

of Figure G.11, a small-signal model can be used to asses the dependence of IBo on the

radiation-induced degradation of gm1 and gm2, yielding the simple relation [Mossawir

et al., 2006, p.3442].

IBo =
Vsup

1

gm1

+
1

gm2

+RB

(G.4)

16To supply 2 µA≤ Iset≤ 100 µA, the LM334 only requires 0.8 V headroom. But, to limit noise
and current transients, it is recommended that a choke inductor be placed in series with the source.
The additional headroom required for the static current through this inductor can exceed 0.2 V, in
which case both the left and right pins should be joined.



736 APPENDIX G. AUXILIARY SVEPRE CIRCUITS

M1

10
1

8

1

M2

10
1

8

1

I B
o

Die Boundary

RB

M4

5
2

8

1

40
 µ

A

I B
2

M7

5
2

8

1

M8

5
2

8

1

I B
3

Identical circuit on opposite side of pad frame

BOR

+

Vbor = 1.05 V

M3

5
2

8

1

I B
1

M5

5
2

8

1

M6

5
2

8

1

Figure G.11: Schematic of global, on-chip reference current generators. The current
mirrors on the right-side of the pad frame (at pin BOR) for IBo are depicted; those
on the left side (pin BOL) are identical, as are the sets for IEo and IOo on both sides.
Off-chip termination with a discrete resistor sized for 40 µA is shown, affording Vbor

of 1.05 V(1.16 V) when one(both) pins are joined. Nominal bias currents annotated
in green.

Since the nominal voltage at BOR lies near Vsup/2, IBo is seen to roughly scale in

proportion to gm1,2. Thus, implementing M1 and M2 with pMOS devices whose gm,

as opposed that of to their nMOS counterparts, exhibits a gradual, nearly monotonic

decline with total dose up to 1 Mrad(Si) (e.g., contrast Figure 2.8 with Figure 2.7),

ensures that the overall power dissipation of the chip does not grow as TID damage

accumulates.



Appendix H

Characterization Board

This appendix offer details of the characterization printed circuit board (PCB) with

which all the reported data on the performance of the SVEPRE front-end ASIC were

obtained. Part documentation of its design, assembly, and operation, part guide

to its further employ, this appendix both complements the descriptions of each test

bench configuration in Section 6.2 and instructs future researchers on the additional

capabilities of the PCB (cf. Section 7.3), recommending techniques to realize the

demanding measurement precision using the on-board signal conditioning.1

The components in the complete block diagram of the characterization PCB in

Figure 6.3—which is reproduced below as Figure H.1—can be classified by function

into three categories that structure the subsequent explication: Section H.1 describes

blocks that are directly responsible for processing the device-under-test (DUT) input

and output signals; Section H.2 explores the circuitry for accurately generating static

signals such as supply voltages and reference voltages/currents; finally, Section H.3

presents the analog and digital means for effecting control of the adjustable board

elements.

1Although the entire PCB is highly adaptable in order to support a range of measurement options,
those facets which are routinely customized as part of the test benches in Section 6.2 are emphasized
here.

737
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H.1 Signal Path

The most essential role of the characterization PCB is to provide(extract) in-

put(output) signals to(from) the DUT with sufficient fidelity to permit character-

ization of its distortion and noise down to −90-dB levels. The nonlinearities of

the laboratory instrumentation and the presence of both coherent and incoherent

noise sources in the ambient laboratory environment render these tasks particularly

challenging. Preceded by a description of the mounting and multiplexing options for

DUT itself in Section H.1.1, the circuits along the input and output paths of the

characterization PCB are visited in the order of signal flow through the remainder of

this section.

H.1.1 Device-Under-Test (DUT)

Not pictured within the DUT block of Figure H.1 are multiplexers that allow Vin(Vout)

to be routed to(from) the input(output) of either the LNA or AAF. Additionally,

these multiplexers can be enabled in bypass mode, whereby the Vin and Vout paths

are directly connected together, effectively replacing the DUT with a pair of wires.

This is critical for de-embedding the parasitics and frequency response of the PCB

from the measured performance of the DUT (cf. Section 6.2.1.4).

To mitigate the impact of supply noise on DUT performance, the Vsup, Vesup, and

Vlgnd traces are each bypassed to GndA with 10-nF and 100-nF ceramic (X7R) and

1-µF and 10-µF tantalum (TANT) chip capacitors directly beneath the corresponding

socket leads [Limotyrakis , 2004, p.133].2 Similarly, the leads carrying Vcm1, Vcm2, IBo,

IEo, and IOo are each bypassed to GndA with 1-µF tantalum capacitors near the

socket.

2In layout, these are ordered such that smaller values are closer to the socket leads, minimizing
the parasitic inductance of their connecting traces and increasing the highest self-resonant frequency
above which the low-impedance of the bypass is spoiled. High-value tantalum capacitors render low-
frequency supply and ground noise common to both lines while moving any lingering supply line
resonances down into regions where the on-board opamps possess high PSRR. Their high equivalent
series resistance (ESR) and inductance (ESL) is negated by placing them in parallel with ceramic
capacitors that continue to provide bypass at higher frequencies. Using multiple sizes of both
dielectrics smoothes out the individual self-resonances of any individual capacitor [Analog Devices,
Inc., AN257, p.117-118].
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H.1.2 Single-Ended Input (INPSE)

When using single-ended sources (see Section 6.2.1.1 for examples), the INPSE block

is responsible for converting the available signal to a balanced, differential format

compatible with the LNA and AAF input requirements while preserving its fidelity.

The simplified schematics of Figure H.2 accomplish this task through both a passive

and an active path within INSPSE, the selection of which (via output multiplexers

not pictured) depends upon the test bench in operation.

H.1.2.1 Passive Path

At the heart of the passive path in Figure H.2(a) is a center-tapped 1:1 transformer

(X1) that, when properly terminated through the choice of thru-hole resistors R6

and R7,3 matches the source impedance so as to transmit the full-scale input signal,

centered around an average value of Vcmi,
4 from J5 to Vse1. The choice of transformer

is complicated by linearity concerns, since the smaller magnetics of miniature models

saturate at relatively low fluxes (Bsat) and such distortion is rarely characterized

by the manufacturer. Thus, the INPSE floorplan allows real-time selection one

of three different X1 transformers: two proven to exhibit high linearity—a Mini-

Circuits T1-6T [Vleugels , 2002, p.141] and a Coilcraft TTWB2010L [Limotyrakis ,

2004, p.134]—and one stated to offer −92 dB THD—Coilcraft AS8397-B [Coilcraft,

Inc., AS8397-B].5 For frequency response characterization (cf. Section 6.2.1), the best

performance accompanies the use of the T1-6T, terminated with R6 =R7 =R8 =R9 =

3In Figure H.2 and subsequent board-level schematics, bubbles on component terminals indicate
thru-hole mounting; otherwise, all components are surface mount (SMT). Rather than being
permanently soldered, the former are ‘socketed’ using pin receptacles, allowing them to be easily
interchanged during testing. Of lower reliability, this assembly technique is used sparingly, but is
critical for components (primarily, resistors) whose values either vary between board configurations
or cannot be known a priori. However, all SMT resistors feature EIA E192 0.1% accuracy, whereas
their thru-hole equivalents are good to just 1% (EIA E96).

4This common-mode potential is generated on-board by RVCM1 (cf. Section H.2.5), and locally
decoupled to GndA by ceramic (X7R) capacitor C1 to limit noise.

5Offering lower primary inductance to achieve bandwidth in excess of 1 MHz, the AS9397 actually
possesses a turns ratio of 1:1.2. Although the on-board termination impedances can be adjusted
accordingly, it proves convenient to also evaluate the 1:1 AS8456-A, which occupies the same SMT
footprint, but cites only −89 dB THD [Coilcraft, Inc., AS8456-A].
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50 Ω.6

Whereas the transformer provides the differential character, balance is assured

through a current balun (B1) on the primary side (Coilcraft T-626), which also

suppresses common-mode line noise on the coaxial SMA cable from the signal source

[Mini-Circuits, AN20-001]. Although not employed in the test benches of Section 6.2,

a 100-kHz diplexer (e.g., Allen Avionics DPS00P10S), whose high(low) output is

connected to J1(J2) and terminated by R3 and R5(R2 and R4), can precede the

balun—by joining J3(J4) to J5—to ensure the source sees a fixed 50-Ω load at all

frequencies, thereby maximizing its linearity for high-frequency, single-tone tests.

The final element of passive input signal conditioning is the option for primary-

side(secondary-side) filtering afforded by F1(F2 and F3), which suppresses both

out-of-band noise and spurious harmonics associated with the signal source(and

transformer) [Vleugels , 2002, p.141]. For wideband testing, a primary-side low-pass

filter, such as the Coilcraft P7LP (a 7-pole elliptic LC filter) or, for better linearity,

the P3LP (a 3-pole Butterworth), proves sufficient whereas, for single-tone, high-

frequency measurements, implementing F2 and F3 by a pair of 100-kHz bandpass

filters, such as the Allen Avionics BPS00P10S, prevents any exogenous spurs in the

input signal spectrum due to transformer nonlinearities.

H.1.2.2 Active Path

To present a fixed impedance to the signal source, regardless of the DUT configuration

or the insertion of filters prior to it, and to buffer its output signal in those

cases when it must be driven down long cables before reaching the PCB, active

single-ended-to-differential conversion is performed by the AD8138 amplifier (A1) in

Figure H.2(b)when J1 is driven while J2 is floating.7 Resistors R3–R6 are sized so as

6To alleviate imbalance in the transformer secondary winding, R6–R9 should return to Vcmi

rather than GndA. Testing confirms that the latter connectivity, optionally supported on the PCB,
introduces greater distortion.

7Also, R1 should be omitted. When feeding both J1 and J2 in its presence, signal routing
to/from the AD8138 can be configured to operate it as a fully differential buffer [Analog Devices,
Inc., AD8138]. But, this option is not required in practice because the drive capability of the SRS
DS360 differential outputs (cf. Section 6.2.2.1) is sufficient over the short cable runs of the LN test
bench (cf. Section 6.2.2).
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to match: the effective input impedance to that of the source (presumed to be 50 Ω);

and the impedances seen by the inverting and non-inverting inputs of the AD8138,

preventing imbalances due to its input offset current.8 Unity-gain is achieved by

matching R7/R8 to R5/R6 (using 0.1% parts). As for the transformer center-taps,

the common-mode output voltage is provided by RVCM1.

The load seen by A1 at the output, Vse2, is effectively independent of the DUT

due to the isolation afforded by R9 and R10 and the balanced arrangement of C2–C4

[Linear Technology, LTC2203]. Additionally, during low-frequency (i.e., Mode A and

B) testing, this arrangement provides single-pole noise shaping above 625 kHz.9 To

preserve the spectral purity of the input signal, C2–C4 feature polystyrene (PSTY)

dielectrics, rather than traditional ceramics, as is also the case for all signal-path

capacitors in INPDF [Williams , 1993, p.122].

H.1.3 Differential Input (INPDF)

For most differential sources, the simple filtering and impedance matching afforded

by the INPDF block, whose contents are presented in Figure H.3, is enough to couple

signals into the DUT without degrading their spectral purity. In his case, coaxial

cables from the positive and negative outputs tie directly to J5/J6. An exception

is the case of high-frequency, single-tone testing wherein the input signal drives J1

and J2 with a pair of 100-kHz bandpass filters (e.g., Allen Avionics BPS00P10S)

connected between J3/J4 and J5/J6 to eliminate undesired harmonic content, as in

8With J2 floating and R1 omitted, the resistance seen at J1 is given by [Linear Technology,
LT1994]:

Reff = R3 ‖
[
R5,6 +

(
R5,6 +R2 ‖ R4

2 (R5,6 +R2 ‖ R4) +R7,8

)
R7,8

]
Setting Reff =Rs matches the buffer to a source impedance of Rs. On the other hand, neutralizing
the AD8138 input offset current requires that:

R5 + (Rs ‖ R3) = R6 + (R2 ‖ R4)

Together with the unity-gain requirement, R7,8 =R5,6, these conditions establish the values of R3–
R6 for given source and feedback resistor sizes, with the latter kept small (510 Ω) to prevent the
opamp input capacitance from destabilizing the loop.

9To ensure that the noise currents do not infiltrate the Vcmi line, these capacitors return their
charge to GndA.
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Figure H.3: Schematic of INPDF block, which provides balancing, impedance
matching, and noise filtering for high-precision differential signal sources.

INPSE.

Also similar to INPSE is the inclusion of a current-mode balun (B1), to

compensate for any imbalance in the DUT input impedance as seen by the source

and eliminate common-mode noise currents on the input lines.10 Since B1 limits the

bandwidth of this path, it is implemented with a wideband Coilcraft TTWB1010 RF

transformer whose lower 3-dB bandwidth is 3.5 kHz.11 The trade-off for SMT size

and wideband operation is lower inductance, resulting in less common-mode rejection

10Balun B1 does not ensure that the voltage at the load is balanced; hence, the need for the
INPOS block.

11Roll-off in its response below this frequency is de-embedded during calibration of the PCB (cf.
Section 6.2.1.3).
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than with larger coils. Additionally, since the linearity of this transformer is not

published, H3/H4 preserve the option to bypass it.

Once balanced, the input signal is subjected to the 1-pole filter formed by

R3–R6 and C2–C3 to attenuate remaining broadband differential noise, including

that coupled in by B1 [Stanford Research Systems, Incorporated , 1999]. The input

impedance (60 Ω differential) and 3-dB frequency (∼ 140 kHz) of the filter support

the use of the SRS DS360 for low-frequency testing (cf. Section 6.2.2.1). Once again,

the linearity of polystyrene dielectrics in capacitors C2–C3 is critical, since there is no

additional harmonic filtering before the signal reaches the DUT. As in Figure H.2(b),

R5/R6 return their current to Vcmi in order to establish the common-mode voltage

of Vdf . However, H5 and H6 provide the option of returning the noise currents of the

capacitors to either Vcmi or GndA, with the latter chosen throughout this testing to

avoid corruption of the former.

The final technique for preserving the linearity of the signal source is the use of a

high-inductance choke L1—implemented by a Panasonic ELF11M010E line filter—-to

minimize both common-mode and differential-mode noise currents flowing along the

shields of the coaxial cables.12 Although B1 attenuates common-mode shield noise

that returns to the signal source and adds to the input itself, such noise currents would

otherwise be provided by RVCM1 in the absence of L1. Additionally, L1 presents a

large single-ended impedance (30 mH) between each shield and Vcmi, encouraging

differential noise on the former to flow harmlessly back the source rather than onto

the PCB. As for B1, the L1 choke can be bypassed by headers H1 and H2, should it

prove detrimental.

H.1.4 Input Offset Cancellation (INPOS)

The INPOS block of Figure H.1 is used to measure and, if necessary, cancel net DC

offset in the signal path, be it residual error in the differential input signal provided

from either INPSE or INPDF (depending on the state of MUX1/MUX2 in Figure H.1)

or the input-referred offset voltage of the DUT. When enabled, the discrete bipolar

12MUX1/MUX2 permit the shields to be grounded, rather than driven by the on-board common-
mode generator, RVCM1. However, this connectivity is not required for the tests described herein.
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Figure H.4: Schematic of INPOS block, which uses I-R batteries formed by R3 and R4
to cancel the net input-referred offset of the DUT and on-board signal-path circuitry.
Shown with INPSE in use.

array (Intersil HFA3096) and simple current-mirror circuit of Figure H.4 add a DC

offset voltage in series with the input signal whose size and polarity are tuned via

switch S1 and potentiometer P1, respectively.13 With a DC input, these are adjusted

until the measured difference of the DUT inputs(outputs) goes to zero; the sum of

the voltage drops across R3 and R4 then equals the output-referred(input-referred)

offset of the (INPSE or INPDF block)DUT.

13Since the sum of any offsets from the DUT, the PCB circuitry, and the instrumentation can be
quite large, INPOS achieves a range of 3–300 mV by employing a two-tiered scheme: fine tuning
is accomplished by means of P1, with coarse steps set by the choice of thru-hole resistors R1 and
R2. Not shown is an additional resistor in the same branch that provides overvoltage protection,
limiting the master current to 300 µA should P1 accidentally clutch with R1 and R2 set to 0 Ω.
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H.1.5 Output Termination (OUTDF and OUTSE)

As pictured in Figure H.5 the DUT output can be terminated into either a differential

RC load (OUTDF) or an active, opamp-based differential-to-single-ended converter

serving as the conjugate of the active INPSE path (OUTSE).14

H.1.5.1 Differential Output

The differential (C1, C2, R1) and common-mode (C3–C6, R2, R3) elements

of OUTDF (cf. Figure H.5(a)) are analogous to those at the output of A1 in

Figure H.2(b) with the addition of options for thru-hole resistors and high-linearity

(NP0) ceramic capacitors in parallel with each polystyrene capacitor to more

aggressively filter out-of-band signals prior to sampling. C2, C4, and C6 render the

load seen by the DUT at Vout1, and any performance dependence thereon, independent

of which differential instrumentation performs the measurement.

H.1.5.2 Single-Ended Output

For single-ended test equipment, the DUT output can instead be taken from Vout2

in Figure H.5(b). The inamp, a Linear LT1167C, offers variable-gain (via P1) to

compensate for any attenuation in the input-handling circuitry. Its input can be either

AC-coupled above150 Hz or DC-coupled (via MUX–MUX4) and features passive noise

filtering above 2 MHz (via R5/R6 and C3–C5) while its output impedance matches

the 50 Ω load presented by most test equipment.

H.2 Supplies and References

For ease of use, the characterization PCB is designed to generate all necessary static

signals from a single +10 V supply connected to the PWR block.15 Likewise, the

14As opposed to INPSE and INPDF, these blocks are connected in series, using headers not shown
in Figure H.1. Only when enabling single-ended output is the connection between them jumpered.

15With the exceptions of containing large (330 mF) electrolytic capacitors for board-level
decoupling and a master power switch, the implementation of the PWR block is not critical to
the overall PCB operation.
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Figure H.5: Schematics of output termination paths. The (a) OUTDF path uses a
configuration of passives similar to the loading of Figure H.2(b), whereas (b) OUTSE
features differential-to-single-ended amplification.
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DUT itself can generate references using on-chip generator rather than relying on

those of the PCB. However, as there also exist test conditions under which external

references provided to the PCB(DUT) by laboratory instrumentation(board-level

generators) are either equally convenient or particularly advantageous, provisions

exist to accommodate additional sources for these signals. The subsequent sections

detail both methods of supply and reference generation within each block.

H.2.1 Fixed Supply Regulators (SUPF)

Isolated from the DUT supply domain, analog(digital) components on the PCB that

require a fixed supply voltage are powered from the SUPF1(SUPF2 and SUPF3)

block. Each SUPF block can derive it power from one of two sources:16

External

Current from a bench-top power supply set to the desired voltage and connected

via an SMA jack is filtered by a common-mode choke (TDK ACM4532) and line

filter (Panasonic ELKEA33FA) and gated by a 300-mA current-limiting switch

(Maxim MAX4793).

Regulator

The master +10 V supply is line filtered (Panasonic ELKEA33FA) and stepped

down to the desired voltage (nominally, +5 V for Vccb and +3.3 V for Vcca and

Vdda) by a 500-mA low-dropout (LDO) regulator (Linear LT1763).17

For all characterization, the on-board regulators are used exclusively. Note that,

although equal in value, Vcca and Vdda supply the ADC core and I/O from separate

SUPF blocks, mitigating the effects clock noise.

16In both cases, Schottky diodes (VF = 0.36 V) provide flyback protection from the inductive
currents of the filters and regulators.

17The LT1763 line supports a variety of voltage options; only the LT1763-2.5 (SUPF1) and LT1763-
3.3 (SUPF2 and SUPF3) are used here. For maximum precision, each regulator’s error amplifier
senses the voltage at the overall output rather than that of the regulator itself. In so doing, its
feedback loop regulates for parasitic voltage drops between the two nodes.
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Figure H.6: Schematic of dual-mode power sensing circuit. Depending on the
measurement environment, the supply current is measured across H1 either directly
(using an ammeter) or indirectly (using a voltmeter and inferring from VR1).

H.2.1.1 Power Measurement

To sense the power drawn from the corresponding SUPF (or SUPA) supply, each block

of Figure H.1 interposes the circuit of Figure H.6 along its supply rail(s).18 With H1

shunted, the voltage reaching the block is measured relative to the appropriate ground

plane across H2 and, in the laboratory environment, an ammeter is simply connected

across H1 to directly sense the current flowing into the circuit. However, when the

measurement equipment is distant from the PCB, the long cables between them are

subject to both IR-drops and ambient noise pickup. This circumstance favors a more

accurate technique in which a voltmeter is connected across H1 via a twisted pair

cable and the current derived from VR1. For each block, R1 is chosen large enough

that VR1 exceeds the observed noise but small relative to the voltmeter impedance,

minimizing current flow along the cables; empirically, 1–100 Ω proves sufficient.

H.2.2 Adjustable Supply Regulators (SUPA)

Elements whose supply voltages may require in-test adjustment, including the DUT,

are provided by variable regulators within the SUPA blocks. SUPA1(SUPA2) provides

power to the core(I/O ring) of the DUT via Vsup(Vesup) at a nominal level of +2.5 V.

SUPA3(SUPA4) controls the logic levels of the ADC input(output) buses, which are

nominally referenced to +3.3 V, but can be stepped up or down by level translation

18A corresponding version of Figure H.6 consisting of only R1 and H1 is placed in series with the
connection between each of the ground buses of SVEPRE (cf. Figure 6.2) and the GndA plane. These
ground-interrupt resistors are equally useful for DUT power measurements (cf. Section 6.2.4.1).
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circuitry in the ADC block. The contents of each SUPA block are nearly identical

to those of SUPF, save for replacing the fixed LT1763 with a variable, 100-mA LDO

LT1761 governed by an on-board potentiometer [Linear Technology, LT1761].

H.2.3 Reference Currents (RCUR)

Each of the three reference currents supplied to the DUT (IB, IE, and IO) is provided

by an RCUR block (RCUR1, RCUR2, and RCUR3, respectively) that contains a

50-kΩ potentiometer to GndA.19 Depending upon the desired tuning range, this

terminates one or both of the corresponding DUT pins (cf. Figure 6.2), working

in conjunction with the on-chip diodes described in Section G.2.2.2 to set the

current; nominally, each should be 40 µA, which requires trimming the corresponding

potentiometers to 21–24 kΩ.

H.2.4 Reference Voltages (RVLT)

For greater control and higher precision, the tests described in Chapter 6 provide

the common-mode reference voltages Vcm1 and Vcm2 to SVEPRE using external

generators, rather than the on-chip alternatives described in Section G.2.2.1.

However, the topology of these on-board voltage references—implemented as buffered

resistor ladders—is quite similar to their silicon counterparts, as evidenced by

Figure H.7.20

Versions of Vcm1 (nominally, +1.0 V) and Vcm2 (nominally, +1.75 V) trimmed

on separate resistive dividers via overvoltage-protected potentiometers P1 and P2

are buffered by the pair of opamps in a single Maxim MAX4252 dual part so as to

19A discrete 5.23 rΩesistor in series with this potentiometer prevents overcurrent if it clutches
accidentally. In parallel with each potentiometer, a Linear Technology LM334 adjustable current
source is also available [Linear Technology, LM334], but there is sufficient headroom at the Bo, Eo,
and Oo pins of all DUTs tested that it proves unnecessary.

20Not shown in Figure H.7 are alternative input paths that allow Vcm1 and Vcm2 to be provided
directly from bench-top sources connected either at the inputs or outputs of A1 and A2, depending
on buffering requirements. In the absence of any other filtering of these signals, the 10-MHz RC
snubber formed by R5 and C6 prevents unwanted interferers from causing ringing on the long traces
running to the DUT yet is barely active at the unity gain frequency of the opamps (3 MHz).
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Figure H.7: Schematic of blocks for reference voltage generation. Although
their reference ladders generate different voltages (nominally, +1V and +1.75V ,
respectively), the (a) RVLT1 and (b) RVLT2 blocks employ identical buffers, sharing
the dual opamps of a MAX4252.
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isolate the ladders from the DUT loading or time-dependent fluctuations thereof.21

Compensation is necessary to ensure the stability of A1(A2) in light of its large input

capacitance (11 pF) and the fact that the effective capacitance formed by C4(C8) in

parallel with that of the CM1(CM2) DUT pin far exceeds the recommended maximum

(400 pF). Isolation resistors R4/R8 and feedback capacitors C2/C3(C6/C7) resolve

this difficulty.22

21Noise on the MAX4252 supply pins is common to both opamps and thus of little consequence.
22To design compensation networks for the input and load capacitance, three quantities are

established at outset:

1. First, conscripting the instance identifiers of Figure H.7(a) in this example, C4 is sized so
that the effective opamp load is insensitive to subsequent circuitry and board layout; 330 µF
comes recommended [Maxim Integrated Products, AN994, p.4].

2. Next, observe that in a follower configuration, as opposed to a non-inverting amplifier, R3 is
relatively unconstrained because it does not determine the gain. So as to increase the effective
en by no more than 3 dB, R3 is then selected such that its thermal noise is equal to eni of A1
at 10 kHz (8.3 nV/

√
Hz).

3. Finally, the output resistance of A1, Ro, must be inferred either from the closed-loop output
impedance or the maximum load capacitance given in [Maxim Integrated Products, MAX4252];
the former subsumes the effect of shunt feedback, the latter is a proxy for the location of the
non-dominant pole at some minimum phase margin (assumed here to be 45◦). Both methods
concur that Ro' 134 Ω.

The goal of the load compensation scheme is that C2 shunts the output signal directly to the
inverting opamp input at or below the frequency where the C4 pole rolls off, introducing excess
phase. Put another way, the pole at the opamp output

pL =
1

(Ro +R4)C4

must be canceled by the feedback zero

zF =
1

(R3 +R4)C2

leaving L(s) unchanged; formally, this dictates pL =zF. Since zL also sets the closed-loop bandwidth
of the buffer, and since at noise from the reference ladder should be attenuated by at least 30 dB
at 100 Hz, R4 is chosen so that pL =2.5 Hz, leaving C2 =15 µF. Note that above pL, eno (which is
equal to eni) is RC-filtered by R4 and C4 at 8.4 Hz, which is an order of magnitude below fK for
this opamp.

With such low closed-loop bandwidth, the pole due the input capacitance is too high to be a
stability concern. However, C3 provides a zero to cancel this pole should a reduced load prove
advantageous.
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H.2.5 Common-Mode Generators (RVCM)

Details of the circuit that generates the common-mode voltage to which the signal

provided by(to) the function generator(measurement equipment) is referenced at

the DUT input(output), namely RVCM1(RVCM2), are omitted here since it is

functionally identical to that of RVLT2(RVLT1) in Figure H.7(b)(Figure H.7(a)).

Only slightly different distribution of the values within their resistor ladders

distinguish the two.

H.3 Programming and Control

To manage the large set of configuration options afforded by the characterization

PCB, both manual and automatic systems for programming the DUT and controlling

its interface to the test equipment are provided; programming circuits are presented

in Section H.3.1 and Section H.3.2, whereas interface management, including the

inclusion of an on-board ADC subsystem for digitization, are covered in Section H.3.3

and Section H.3.4.

H.3.1 Gain Programming (GNADJ)

To set the LNA gain, the GNADJ block implements Rd as either a discrete 20-kΩ

potentiometer, or a balanced pair of Maxim MAX5483 10-kΩ digital potentiometers.

In exchange for higher distortion, the latter allow the software-controlled test bench

to rapidly vary Rd via signal A[0:3] on INPHD. However, the demand for maximum

linearity favors manual adjustment in all but the most accelerated radiation testing.

H.3.2 Bandwidth Programming (BWADJ)

To set the AAF bandwidth, the BWADJ block provides the control word C[0:1] using

either manual DIP switches or level-translations of the B[0:1] signal on INPHD. Since

the filter mode is changed infrequently, the alacrity of the latter is typically not

required.
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H.3.3 Digital Subsection (ADC, INPCK, SUPF3, SUPF4)

To mimic the operation of a full WBR, a Linear LTC2203 16-bit, 10-MS/s ADC

is incorporated into the PCB design, along with the requisite clock and supply

generators [Linear Technology, LTC2203]. Although an on-board ADC is not

necessary to characterize the performance of the DUT,23 its inclusion renders the

characterization PCB a comprehensive example of the mixed-mode complexities faced

when engineering a complete plasma wave instrument. Particularly noteworthy in

Figure 6.3 is the use of a separate ground plane, GndC, beneath all blocks subject

to clock-switching transients, so as to prevent these from coupling into the sensitive

DUT via GndA. As a proof-of-concept, the digital section of the characterization

PCB demonstrates the integrability of the SVEPRE design.

H.3.4 Digital Headers (INPHD and OUTHD)

The INPHD(OUTHD) header carrying digital control(data) signals from(to) the

instrument controller to(from) the GNADJ, BWADJ, and ADC(ADC) blocks also

includes pins for the relevant I/O supply voltage and clock, as well as GndA(GndC)

references interlaced as shields between adjacent signals (not pictured), yielding a

total width of 32(48) pins.24 Pertinent to a representative WBR interface, these are

not utilized during the SVEPRE characterization.

23Naturally, though not pursued in this work, the ADC could be employed as part of the
characterization process, performing the digitization presently handled by the NI PCI-6052E (cf.
Section 6.2.2.1) at rate high enough to support the 100-kHz linearity testing suggested in Section 7.3.

24OUTHD contains a pair of headers: one handles the raw ADC outputs whereas the other is fed
by to level translators that buffer these buses to drive long test cables.
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Appendix I

Total-Dose Testing

This appendix summarizes the total-dose testing of the SVEPRE-1 LNA and

SVEPRE-3 AAF using both 60Co γ-rays and energetic protons. For each source, it

provides an introduction to the test facility and its capabilities, as well as a detailed

description of the experiments conducted; such explanatory information is intended

as an aide to the interpretation of the radiation results presented in Section 6.4.1

Section I.1 describes 60Co γ-ray experiments conducted at The Aerospace Corporation

in El Segundo, CA, whereas Section I.2 address the use of proton beams of various

energies generated by the 88-inch cyclotron at Lawrence Berkeley National Laboratory

(LBNL) in Berkeley, CA.

The test procedures described in Section I.1.3 and Section I.2.3 conform to Method

1019.7 of Military Standard 883G, Test Method Standard, Microcircuits [MIL-STD-

883G , 2006]2—referenced simply as the Military Standard in the remainder of this

appendix—as closely as possible.3 However, as this dissertation is primarily concerned

with investigating the performance of novel circuitry on a small scale, rather than

1For background on the underlying physics of radiation effects on microelectronic circuits, the
reader is directed to Appendix C.

2For an introduction to the subject of total dose hardness assurance, including procedural trends
throughout the history of the field and the evolution of the governing military standards, the reader
is referred to [Fleetwood and Eisen, 2003].

3Although strictly connoted to apply only to radiation testing with 60Co γ-raysources [MIL-STD-
883G , 2006, Sect. 1], procedural elements of the Military Standard not specific to the operation of
the source are frequently and readily extended to particle radiation. Testing in support of this work
adopts this generalization of the Military Standard conditions as an industrial practice.

757
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qualifying an entire lot of commercial ICs—as is the scope of the Military Standard—

research aims take precedence over strict adherence to its stipulations.

In particular, the procedures herein undertake two notable deviations from the

Military Standard. First, as described in Section 2.1.2.3, whereas the BiCMOS

character of the SVEPRE design and the 3 mrad(Si)/s dose rate expected in

the proposed application qualify for low-dose rate (ELDRS) testing according to

Section 3.13 of the Military Standard [MIL-STD-883G , 2006, Sect. 3.13, Paragraph

a], the impracticality of performing the TID tests either at a rate≤10 mrad(Si)/s or

by accelerating them through elevated temperature as prescribed by Conditions D

and E of Section 3.6, precludes such evaluation.

Secondly, in keeping with the same pragmatism, the accelerated annealing test for

DUTs potentially vulnerable to time-dependent effects, which also employs elevated

temperature [MIL-STD-883G , 2006, Sect. 3.12], is eschewed in favor of an extended

room-temperature anneal, as per Section 3.11.4 Furthermore, as the goal of annealing

conducted here is merely to discern the causes of radiation-induced degradation from

its permanence and the known differences between the annealing rates of ∆Not and

∆Nit described in Section C.2.4 and Section C.2.6, respectively, it is not necessary to

effect worst-case conditions by maintaining static bias throughout.

The Military Standard dictates that characterization of the DUT at the conclusion

of a dose step must begin within one hour and be completed within two hours, so as

to minimize time dependent effects; however, it is recommended that “these intervals

shall be as short as possible” [MIL-STD-883G , 2006, Sect. 3.10]. Adherence to this

precept motivates the automation of the test benches described in Section 6.2 so as

to accelerate the characterization of the DUT between dose steps by eliminating the

human element. However, the limiting factor in the available time for—and, thus,

the comprehensiveness of—the test bench operation remains the operators: in order

to transfer the part from the radiation environment to the characterization PCB,

stray radiation levels of the former must first recede below the safety limits dictated

by Table C.2. The TID procedures described below are tailored to minimizing both

4The length of all such annealing conducted in this research is well below the prescribed maximum
for the expected environment of one year.
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contributions to the delay between dose steps.5

I.1 60Co Testing

The 60Co testing for this work was conducted on April 12–13, 2006 at the

headquarters of The Aerospace Corporation in El Segundo, CA. Along with author,

the experimenters with The Aerospace Corporation were Steven C. Witczak, James

L. Roeder, Jon V. Osborn, Mark A. Turpin, and Robert Garrett. The goal of the

testing was not only to confirm that the part maintains performance up to the stated

specification of 100 krad(Si), but to determine the maximum survivable dose at

which it ceases to properly function. Dose steps up to 200 krad(Si) serving the

former objective were carried out on April 12, 2006; after allowing the part to anneal

overnight, the sequence of logarithmic steps resumed up to a level of 2 Mrad(Si), at

which point the available time expired. No failures of the part were observed.

I.1.1 Source

An extremely common source for simulating the effects of ionizing radiation on

microelectronics, a 60Co γ-raychamber produces high-energy photons whose ionizing

effects, in terms of ∆Not and ∆Nit,
6 are nearly identical to those of same dose

delivered by radiation-belt protons or electrons [Holmes-Siedle and Adams , 2002,

p.439]. Much of the popularity of 60Co chambers stems from their low cost and

convenience when contrasted with particle accelerators, such as that of Section I.2.1.7

5The inter-step delay is also governed by a variety of shorter but not insignificant maneuvers,
including: populating and depopulating the DUT, transporting the DUT to and from the
characterization station, and potentially needing to repeat characterizations should the test benches
malfunction. Allowance for these activities is made through safety margins built into the test
schedule.

6Recall from Section C.3.1.1 that only through inefficient nuclear collisions of secondary electrons
can photonic radiation produce displacement damage. Thus, 60Co is only capable of simulating the
ionizing effects of trapped radiation. A more through treatment of these phenomena, including
definitions of the increased trapped-charge and interface traps densities symbolized by ∆Not and
∆Nit, is offered in Section C.2.

7Although low-energy X-ray sources have emerged as even more attractive in these regards, the
literature on the correlation between the results obtained with such sources and those using high-
energy 60Co γ-rays—the de facto standard—is decidedly mixed [Dozier and Brown, 1983; Oldham
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In this research, the availability of such a facility at headquarters of the Aerospace

Corporation provided an expedient means of assessing the robustness of the SVEPRE

design prior to engaging the more comprehensive and costly resources of the LBNL

cyclotron.

I.1.1.1 Theory

The production of Co60 occurs when stable 59Co is bombarded by heavy neutron

irradiation in a nuclear reactor [Kerris , 1989, p.455]. Typically stored in a concrete

or steel cell, rods of 60Co are unstable with a half-life of 5.27 years—their radioactive

decay emits γ-rays with energies of 1.173 MeV and 1.332 MeV [Holmes-Siedle and

Adams , 2002, p.439]. However, this initial (and desirable) discrete photon spectrum

can be significantly modified by Compton interactions with the materials of the

radiation chamber,8 resulting in a considerable low-energy component (0.1-0.9 MeV)

[Kerris , 1989]. These soft γ-rays can cause not only dramatic dose enhancement

[Brown and Dozier , 1982], but even liberate strong photoelectrons that in turn

generate displacement damage (cf. Footnote 6) [Turinetti et al., 1998].

To mitigate the dosimetry errors associated with this low-energy backscatter, the

Military Standard mandates that the radiation bias PCB be enclosed in a lead-

aluminum (Pb-Al) container when illuminated by a 60Co source [MIL-STD-883G ,

2006, Method 1019.7, Sect. 3.4]. The outer thickness of lead (> 1.5 mm) filters

out the soft γ-rays, whereas the inner cladding of aluminum (> 0.7 mm) shields

against energetic secondary particles emitted by this process. Provided the calibration

dosimeter is placed within the box as well, an accurate determination of the dose

received by the part can be had to within ±5% [MIL-STD-883G , 2006, Method

1019.7, Sect. 2.1].

and McGarrity , 1983]. Despite evidence that the ionization mechanism of the two are distinct,
proposed methods of converting the dose delivered by the former to an equivalent dose of the latter
suggest that it is possible to achieve valid simulation of the expected radiation environment for
many applications through careful qualification with X-ray sources [Benedetto and Boesch, 1986;
Fleetwood et al., 1988].

8The mechanism of Compton scattering is described in Section C.2.1.1.
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I.1.1.2 Overview

The 60Co chamber at The Aerospace Corporation [Witczak et al., 2005, p.2603]

contains four rods of varying radioactivity sealed in a subterranean concrete cell.

Any combination of these rods, which (measured in the Si unit of Curie) possess

activities of 1 Ci, 100 Ci, 3500 Ci, and 3500 Ci, can be raised via a pneumatic hoist

into the lead-lined bunker where the DUT resides;9 for this research, the two 3500-Ci

rods are extracted, for a total exposure of 7000 Ci and a correspondingly high dose

rate necessary to reach the target dose levels.10

I.1.1.3 Dosimetry

The dose rate experienced by the DUT is a function of its proximity to the rods.

This distance is controlled by a gauge whose separation from the rods is measured

in millimeters. Prior to irradiation, the dose rate of the chamber is calibrated to

within ±5% (as required by the Military Standard) by affixing an ionization chamber

to the radiation bias board in place of the DUT and sweeping the gauge distance.

The resulting map of the dose rate is provided in Table I.1. Since the dosimeter

rests atop the socket, whereas the die itself rests on the floor of the package cavity,

it is necessary to correct the measurement by an additional 2 mm to arrive at the

properly adjusted values in the final two columns. As indicated in Table I.1, the

ionization chamber does not measure dose directly but, rather, exposure. Exposure

is a measure of the ability of radiation to ionize dry air at standard temperature and

pressure (STP) and, as such is measured in C/kg, or with the non-SI unit of Roentgen

(1 R = 2.58×10−4 C/kg). The conversion from exposure to dose, whose SI unit is the

Gray (cf. Section C.1.2.2) thus requires a measure of the energy required to generate

electron-hole pairs in air. This quantity is known as the W -value of air, or the mean

energy expended per ion pair formed, and is commonly taken to be 33.97 eV/pair or,

9This bunker, in turn, resides within a room encircled by thick concrete walls. Even in conjunction
with the thick lead door at the terminus of the bunker (where the Pb-Al container is loaded),
experimenters are barred from the room during exposures; such is the penetrating power of > 1-
MeV γ-rays.

10For reference, a source of moderate strength has an activity of about 1000 Ci [Holmes-Siedle
and Adams, 2002, p.439].
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Gauge
distance

Measured
exposure rate

Calculated dose rate Adjusted dose rate

[mm] [kR/hr] [rad(SiGe)/s] [rad(Si)/s] [rad(SiGe)/s] [rad(Si)/s]

58 333 80.020 80.060 78.098 78.722

60 325 78.098 78.722 75.214 75.816

62 313 75.214 75.816 73.772 74.362

64 307 73.772 74.362 71.369 71.940

66 297 71.369 71.940 70.408 70.971

68 293 70.408 70.971 68.245 68.791

70 284 68.245 68.791 66.323 66.853

72 276 66.323 66.853 65.602 66.127

74 273 65.602 66.127 64.160 64.673

76 267 64.160 64.673 n/a n/a

Table I.1: Dose rate calibration table for The Aerospace Corporation 60Co chamber.
The adjusted dose rate of the highlighted row applies to the all data obtained for this
dissertation.

equivalently, 33.97 J/C. Thus, the relationship between exposure (X) and dose in air

(Dair) is:11

X =
Dair

Wair

(I.1)

Substituting the aforementioned value of Wair into (I.1) and applying a series of

fundamental conversion factors in order to convert to units of rad allows the conversion

11Strictly speaking, (I.1) actually converts between exposure and collisional kerma in air (Kc),
not dose. Although the latter pair of quantities share the same SI units (J/kg or Gy) collisional
kerma(dose) is appropriate for photonic(particle) radiation which is indirectly(directly) ionizing
[Attix , 1986, p.21–22]. Since the data in question pertains to 60Co γ-rays, the expected value of
the net kinetic energy transferred from the photons to the charged particles of air is actually kerma
(Kinetic Energy Released per unit MAss) or K. It is these secondary particles which then go on to
directly ionize the dosimeter material, either through collisions or bremsstrahlung. The fraction of
kerma imparted to particles that participate in the in the former method of ionization is known as
the collisional kerma and it is this quantity which constitutes the absorbed dose. Thus, even though
it is strictly possible only to express Kc, not D, in terms of fluence for indirectly ionizing radiation
[Attix , 1986, p.27], in this work the very fact that fluence is measured with an ionization chamber
ensures that all the pairs generated by K are measured as absorbed dose in the air, thus implying
Kc =D.
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factor from exposure in air (measured in R) to dose (in rad) to be determined as:

ξair| rad
R

=
Dair|rad

X|R
= 0.876 (I.2)

Ultimately, its is necessary to determine the conversion factor for dose absorbed

by the material of the die (for silicon, this is ξSi). For the same fluence, the ratio

of doses between any two target materials simply reflects the ratio of their mass

energy-absorption coefficients, defined in Footnote 12 of Appendix C. Thus, for silicon

targets:12

ξSi| rad
R

=
DSi|rad

X|R
= 0.876

(µen/ρ)Si

(µen/ρ)air

(I.3)

Determining the mass energy-absorption coefficients for die materials is compli-

cated by two factors: the coefficients are not typically tabulated for compounds such

as SiO2 and SiGe; and the coefficients are functions of photon energy of which 60Co γ-

rays exhibit two distinct values. Conventional methods address the former by deriving

compound coefficients as a weighted sum of the composite elements in proportion to

their atomic masses,13 and the latter by simply using an average photon energy of

1.25-MeV for 60Co. Employing these methods yields values of 0.872, 0.875, and 0.803

(all in units of rad/R) for ξSi, ξSiO2, and ξSiGe, respectively.

The final conversion factors employed to arrive at the calculated dose rates of

Table I.1 are reduced from these ideal values to account for the attenuation of the

photon energies as the penetrate the Pb-Al enclosure. Although the calculations

for both ξSi and ξSiGe are tabulated, the small amount of germanium present in the

bases of the npn BJTs is not significant to their ionizing radiation response (cf.

Section 2.1.2). Thus, results hereafter are quoted in units of rad(Si)/s, in keeping

with the predilection of the dissertation.

12As is shown next, similar conversions are possible for SiO2 and SiGe.
13This technique is an application of Bragg’s rule, which states the stopping power of a compound

is simply the linear combination of the stopping powers of its elements [Ziegler et al., 2008].
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I.1.2 Setup

For 60Co testing using the chamber of Section I.1.1, a single instance of SVEPRE is

inserted in the radiation bias PCB, which is then housed in the Pb-Al box, which is

then lidded and mounted into the chamber. A brief review of the particulars of each

step comprises the remainder of this section.

I.1.2.1 Device-Under-Test

The DUT for these experiments is the SVEPRE-1 LNA, instance 2B. From an external

+2.5-V supply, the part is biased to nominal operating conditions with Gp = 14 dB

using the on-chip reference generators.

I.1.2.2 Circuit Board

The DUT is housed on the radiation bias PCB (cf. Section 6.1.2.2) whose power is

supplied by a bench-top source adjacent to the chamber.14 Being specially designed

by Mark A. Turpin of The Aerospace Corporation to match the dimensions of the

Pb-Al box,15 the PCB is firmly screwed into the box such that, between dose steps,

the entire assembly is removed from the chamber and the part extracted for transfer

to the characterization PCB.16

I.1.3 Procedure

The LNA is exposed to 60Co γ-rays in a series of logarithmic dose steps up to

2 Mrad(Si) according to the schedule of Table I.2. Although the exact dose is

14A cable feed-through beneath the chamber door guides the BNC cable carrying this power to
the radiation PCB.

15Due to height limitations imposed by electrolytic capacitors on the radiation bias board, it was
necessary to mount it backwards in the Pb-Al box, meaning the γ-rays travel through the PCB and
the ceramic package before reaching the die. However, as they are extremely penetrating (not even
the thick lead door at the egress of the chamber is sufficient to allow operators in the room while
the source is on, as noted in Footnote 9), this trajectory has little effect on the received dose. To be
certain, dosimetry was performed in this reversed orientation as well.

16Unfortunately, the radiation bias board developed by The Aerospace Corporation features
lateral-force rather than zero-insertion force sockets, so populating and depopulating the part
between dose steps is a not trivial in the overall time budget for characterization.
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computed from the known exposure and duration via the method of Section I.1.1.3,

each step is assigned a convenient dose value for record keeping purposes; this is the

dose that is referenced when identifying dose steps throughout this chapter.

Between steps, the DUT is removed from the chamber, transported to the

characterization PCB in accordance with provisions of the Military Standard for

remotely located test equipment [MIL-STD-883G , 2006, Sect. 3.9.2],17 and subjected

to characterization via the FR, LN, and PD test benches.

I.1.3.1 Irradiation Schedule

To maintain a constant dose-rate throughout the testing,18 the gauge position is set at

60 mm, achieving an adjusted dose rate of 75.8 rad(Si)/s according to Table I.1. This

dose rate falls within the range prescribed by the Military Standard (50 rad(Si)/s to

300 rad(Si)/s), yet is as low as possible so as to still engender time-dependent effects

without precluding the accumulation of large total doses in a reasonable amount of

time.19

I.1.3.2 Annealing Schedule

This process of exposure and characterization is repeated up to a maximum dose

of 2 Mrad(Si) without part failures; the testing concluded when the contracted time

had elapsed. The next day, following an 11-hour, unbiased, room-temperature anneal,

the DUT was put through the characterization procedure a final time to determine

the degree of recovery, if any. Without material differences from the results of the

2 Mrad(Si) step, these data are omitted.

17At the headquarters of The Aerospace Corporation in El Segundo, CA, the 60Co chamber is
housed in a separate building from the laboratories and offices of the collaborators. Thus, the DUT
must be physically carried from one to the other, and back, between dose steps. The total travel
time is less than five minutes.

18Technically, the dose rate need not be constant across all dose steps, so long as it varies by less
than ±10% during the irradiation itself [MIL-STD-883G , 2006, Sect. 3.6.1]. However, this condition
facilitates interpretation of the device performance.

19Rather than only test to specified levels, the goal is to reach the highest possible dose in the
allotted time and, thereby, stress the part to its limits, as noted at the outset of Section I.1.
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Figure 3. Map of 88-Inch Cyclotron Facility. The shaded areas are the beamlines which are present or future parts of the 

BASE facility. 
 

III.A. The Heavy Ion Irradiation Facility (Cave 4B) 
 
Heavy ion testing takes place in the vacuum chamber 

located in Cave 4B. Three heavy ion cocktails have been 
developed at energies of 4.5, 10 and 16 AMeV and are 
summarized in the first three rows of Table 1. For each 
listed cocktail, a group of standard ions are listed which 
are regularly available. The 16 AMeV cocktail is a recent 
addition and is available through krypton, at a linear 
energy transfer (LET) (at the surface) of 26 MeV/mg/cm2 
and a range of almost 700 µm. [6]  It is possible to run this 
cocktail in air if needed although the energy at the device-
under-test (DUT) will be degraded to ≈9 AMeV. Work is in 
progress to develop dosimetry for the new Light Ion 
Irradiation Facility (see next section) which will enable use 
of the 16 AMeV cocktail in Cave 4A, where the cable 
lengths are only 10 feet, and test equipment can be located 
very close to the device.   

Of course, the appropriate LET to use in calculations 
of Weibull curves for heavy ion single event effects is that 
for the sensitive depth of the device, with all interceding 
layers taken into account. For the heavier ions, this will be 
much different than the surface LET. Figures 4-6 give the 
LET versus depth in silicon for the three heavy ion 
cocktails of Table 1. These curves were calculated 
assuming no other layer than silicon using SRIM 2003. [7] 

Three major improvements to the BASE facility have 
been implemented in the past year, with others in the 
progress, in order to meet our goals of improved customer 
service, reliability and quality assurance. Along with these 
improvements, much of the support and maintenance of 
the heavy ion facility has been transferred from Aerospace 
Corporation to 88” Operations staff. 

The first improvement is the addition of a dedicated 
support person to take care of the facility. With the usage 
expected to continue to increase in the future, this becomes 
very important.  

Secondly, the control system and user interface has 
been converted to a PC-based LABVIEW™ system from 
the original Macintosh system written at Aerospace 
Corporation. This enables the 88-Inch staff to maintain and 
upgrade both the hardware and software. The new system 
was implemented in September 2004 and has been well 
received by the users. 

The third improvement has been to upgrade the 
dosimetry system. The system in use until recently was 
designed when SEU measurements at low doses was the 
standard operating mode. The plastic scintillator material 
which is commonly used for dosimetry degrades under 
high doses, particulary when using high LET ions such as 
xenon and bismuth. We have seen in some cases visible 
‘browning’ of the material in a few hours when using 105 
ions/sec of bismuth. Therefore, we have replaced the 
plastic scintillator in the outer ring of the dosimetry system 

 3  

Figure I.1: Map of the BASE facility at the LBNL 88-inch cyclotron. Radiation
testing for this work was conducted in Caves 4A and 4B. Reproduced in toto from
[McMahan, 2005a, p.3].

I.2 Proton Testing

High-energy proton testing of the LNA was conducted on June 9–10, 2006 in Cave

4A of the Berkeley Accelerator Space Effects (BASE) facility associated with the 88-

inch cyclotron at the Lawrence Berkeley National Laboratory (LBNL) in Berkeley,

CA. A map of the beam lines at this facility is provided in Figure I.1.20 Analogous

testing of the AAF was conducted from March 28, 2008 to April 1, 2008 at the same

facility. Both sessions were arranged under the aegis of Bernie Blake of the Aerospace

Corporation. Along with author, the experimenters were Rocky Koga and Jeffrey S.

20Each year, the BASE facility conducts 1000–2000 hours of radiation effects testing and is
constantly undergoing upgrades. The trends of such testing over the 40-year history of the 88-
inch cyclotron as well as planned improvements to the BASE facility in the current decade are
nicely summarized by McMahan [2005b]. Although the map of Figure I.1 is only current as of 2006,
those areas germane to the tests reported here were essentially configures as depicted at the time of
they were conducted.
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George with The Aerospace Corporation and Michael B. Johnson with LBNL.21 The

goal of the testing was not only to confirm that the part maintains performance up

to the stated specification of 100 krad(Si), but to determine the maximum survivable

dose above which it ceases to properly function. For both DUTs, testing terminated

when the device exhibited anomalous behavior.

At the 2 Mrad(Si) dose step of the 50-MeV H+ exposure, the LNA abruptly

malfunctioned, exhibiting a sharp drop in supply current and railed outputs. As it

was preceded by only minimal and gradual degradations of the measured performance,

this unexpected result remains unexplained, pending further test to duplicate the

failure signature on additional samples.

At the 500 krad(Si) dose step of the of the 30-MeV H+ exposure, the AAF outputs

became erratic, repeatedly pegging to the rails despite only a slight decrease in

the overall power dissipation. Lacking sufficient transparency with the pinout of

Figure 6.2 to investigate the inner workings of the AAF, the causes for this behavior

can only be theorized.

However, based on simulations indicating that similar behaviors attend circum-

stances in which the gain of the substrate pnps at the transconductor inputs falls

below unity, it is surmised that the total-dose response of these devices is a culprit.

As discussed in Section 2.1.2.1, substrate pnp geometries are known to exhibit β-

degradation at relatively low doses (cf. Figure 2.15), due to the increased surface

conduction associated with their high emitter perimeter-to-area ratios. Since their

nominal β is less than four (cf. Section 3.2.1.3), there is little margin to accommodate

such degradation should it proceed according to Figure 2.15 and drop over two octaves

between 50 krad(Si) and 60 krad(Si). Section 7.3 provides suggested remedies on the

basis of this working theory.

I.2.1 Source

As opposed to γ-ray sources, the high-energy protons derived from particle accel-

erators or resonance sources accurately simulate both the expected ionizing and

21For the round of AAF testing, Kirk B. Crawford of The Aerospace Corporation accompanied
this team.
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displacement damage of the radiation-belt environment during ground tests.22 In

addition, via their activation stopping power, Sa (cf. Equation (C.4)) they participate

in inelastic nuclear interactions of the class described in Appendix C that can induce

radioactivity in (i.e., ‘activate’) the materials within Cave 4A, especially the PCB and

device package.23 With at least 10 MeV required of the incident H+ for it to surmount

the Coulomb barrier of a nuclear proton, interaction probabilities and, hence, the

degree of activation, are proportional to particle energy and decline sharply as the

beam energy is reduced from 50 MeV to 30 MeV. Thus, after initial exposures of the

LNA were conducted at the former energy, AAF testing was performed at the latter

in order to reduce the wait before entering the cave between dose steps and maximize

the available characterization time.24

I.2.1.1 Overview

Designated for light-ion nuclear reactions, the Light-Ion Irradiation Facility (LIIF) in

Cave 4A of the BASE center receives a 20-cm diameter beam25 of 1–55 MeV protons26

at fluxes up to 1010 protons/cm2/s from the 88-inch cyclotron at LBNL [Johnson et al.,

2006; McMahan, 1999, p.145-146, p.183]. Upon entering the cave, the beam passes

through a series of elements responsible for its uniformity and dosimetry; an example

of the instrument sequence is depicted Figure I.2.

22In this context, ‘high-energy’ describes beam energies between 1–50 MeV, since proton
penetration depth in silicon is insufficient below this range while their damage efficiencies fall off as
their LET drops above 20 MeV [Holmes-Siedle and Adams, 2002, p.447].

23Activation is the process by which protons interact with the nuclei of these targets, producing
radioactive isotopes whose decay precludes immediate reentry into the cave.

24The duration of the overall testing also decreases at lower proton energies because cross-section
for electronic stopping power, σstop,e, which is governed by interactions with electrons rather than
nuclei (cf. Section C.1.2.1) is inversely proportional to particle energy. The resulting increase in LET
when transitioning from 50-MeV to 30-MeV protons increases the dose rate for the same particle
flux by approximately

√
2, reducing the time required to accumulate a given incremental dose in

kind.
25Whereas the optics of Figure I.2 can focus the beam to a diameter of up to 15-cm upon

incidence—limited by the diameter of the ionization chamber [Johnson et al., 2006, p.183]—the
beam line running from the cyclotron to the cave is 20 cm in diameter [McMahan, 1999, p.146].

26Protons are injected into the cyclotron from an electron cyclotron resonance (ECR) source that
can produce a range of ions with extremely high energies and charge states. The proton energy
range of the initial ECR at LBNL was 55 to 130 MeV, but as newer generations of ECR sources are
installed the maximum energy continues to climb [McMahan, 1999, p.142].
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Fig 1. Typical experimental set up for proton test and dosimetry 
 
1) Relation between dose and fluence 
The relationship between dose and fluence is given by 

the equation: 
 

Dose (rads) = Fluence * LET * 1.60x10-8       (1)  
 

where the fluence is in units of protons/cm2 and the LET in 
MeV/g/cm2. 

 
2) Monitoring dose or fluence 
Various kinds of detectors can be used to either directly 

monitor the dose or fluence, to calibrate the monitor 
detector or to determine other beam characteristics such as 
uniformity, energy and energy width. The dose or fluence 
is monitored with some kind of transmission detector that 
is larger than the maximum collimator size and DUT and 
thin enough to minimize scattering and energy 
degradation. Depending on proton energy and the 
beamline configuration, the typical transmission dosimeter 
is either a transmission ion chamber [TIC] (usually 
operated in air) or a secondary emission monitor [SEM] 
(operated in vacuum). A typical set up for in-air testing 
using a TIC is shown in Figure 1. The only difference in 
the case of dosimetry using a SEM would be the location 
of the vacuum window. Transmission detectors can be 
configured to give beam uniformity information as well as 
dose. 

Plane-parallel, or transmission, ion chambers provide an 
accurate and reproducible method of measuring the proton 
dose rate or total dose and from this measurement 
determining the proton flux or fluence. An introduction to 
ion chamber technology can be found in Knoll [2]. An ion 
chamber consists either of a foil at high voltage centered 
between two thin signal foils at ground, or the opposite 
configuration, with a center signal foil stretched between 
two high voltage foils.  The intervening gaps are filled 
with air or an inert gas at some known pressure, often 
atmospheric. Particles traversing the foils ionize the gas, 
and either the electrons or ions are collected at the ground, 
or collector, foil. Ion chambers are characterized by the 
quantity W, defined as the amount of energy it takes to 
create an ion pair in the gas. W depends on the particle 

detected and the choice of gas; for protons, it is 30-35 
eV/ion pair for all commonly used gases. Ambient air ion 
chambers are the simplest but may require a correction on 
the order of a few percent for changes in pressure and 
temperature.  

TICs are typically operated at an applied voltage high 
enough so that recombination of the ion pairs created in 
the gas are negligible; this is determined using beam. The 
voltage is increased until the current versus voltage curve 
reaches a plateau region. Under these conditions the 
current is directly proportional to the proton flux. The high 
voltage may be of either polarity depending on the 
chamber configuration and will vary from 100 V to 2000 
V, depending on the distance between foils and proton 
peak intensity.  

The small ion chamber current generated is typically 
read out through a recyling integrator module. This outputs 
a digital pulse for every 10-6 - 10-11 Coulombs of input 
charge. The integrator output is then read into a scaler.  
The scaler readout is proportional to the beam flux times 
the total energy lost in the gas (approximated by LET 
multiplied by the thickness, t): 

 
Counts  ∼ Ip * LETgas * t / W             (2) 
 

In converting to dose at the DUT, a correction must be 
made for the difference in LET for the proton traversing 
the gas compared to the composition of the DUT.  

  Ion chambers can be made position sensitive by 
dividing one or more of the foils. For example, some ion 
chambers made in the two signal foil configuration are 
divided into a series of concentric rings on one side for 
tuning beam diameter and uniformity, and quadrants on the 
second foil for beam centering.  

TICs are limited at low fluxes by the sensitivity of the 
recycling integrator, and at high fluxes by saturation in the 
gas caused by recombination of the ion pairs. Typical 
operating ranges are given in Table 1. 

A multi-foil secondary electron emission monitor 
(SEM) can also be used to monitor the proton beam 
current. An odd number (≥3) of copper or aluminum foils 
are stacked and biased such that odd foils are at positive 
bias while even foils are connected to an electrometer. The 
voltage needed increases with the foil spacing. The 

Vacuum 
Window 
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Figure I.2: Example of the equipment sequence at the beam line terminus in Cave
4A. The ion chamber and Faraday cup are only present during initial calibration. All
elements to the right of the vacuum window reside in open air. Reproduced in toto
from [McMahan et al., 2008, p.135].

Whereas the scattering foil and defining collimator lie within the vacuum of the

beam line, elements to the right of the vacuum window, including the test location for

the DUT, are exposed in air [McMahan, 2005b, p.412]. The segmented, nitrogen-filled

transmission ion chamber ensures beam uniformity to within ±5% [McMahan, 1999,

p.146] using flux measurements from seven concentric rings of various diameters (1, 2,

4, 6, 8, and 10 cm) [Johnson et al., 2006, p.184]; when the beam is uniform, all rings

see the same flux (normalized for area differences). For the experiments presented

in this dissertation, a 1.25-inch thick aluminum plate serves as the test collimator,

focusing the beam to a diameter of ∼ 2.5 inches at the DUT by means of a narrow

aperture.27

27Standard focusing magnets produce an approximately Gaussian beam distribution. To obtain
maximum uniformity, it is recommended that the final beam diameter be restricted to occupy the
central 10% of this spatial distribution [McMahan et al., 2008, p.137]; given the 20-inch beam line
in Cave 4A (cf. Footnote 25), this rule guides the choice of a 2.5-inch aperture, though collimators
with 5-, 7.5- and 10-cm diameters are also available [Johnson et al., 2006, p.185]. Note also that
the restrictor plate is carefully designed to limit well-known errors associated with slit scattering
[McMahan et al., 2008, p.139].



I.2. PROTON TESTING 771

I.2.1.2 Dosimetry

A LabView application running on the instrument control computer is responsible

for the operation of the proton beam. To deliver a desired dose, it monitors the

real-time flux through the transmission ion chamber and adjusts the duration of the

exposure until a target fluence is achieved. Since the operator specifies the target

fluence, rather than dose, it is necessary to convert the incremental dose at each step

of the experiment plan into a corresponding proton fluence to be entered.

To do so, recall from (C.7a) that the total ionizing dose absorbed by a particular

target is simply the integral of the mass stopping power of the incident particle

(for that target material) over the incident fluence. Assuming as in Section C.1.2.1

that the LET of an incident proton can be equated with its unrestricted electronic

mass stopping power,28 this fundamental relationship between absorbed dose (D) and

fluence (φ) simplifies to

D =

∫
φ

Le dφ (I.4)

If it is further assumed that the particle LET is uniform over the thickness of the

sample,29 and that scattering is negligible, so that all particles pass directly through

it, the integral of (I.4) reduces to a product of the surface LET and total fluence,30

D|rad = L|MeV−cm2

mg

× φ|protons

cm2
× 1.602×10−5

∣∣
rad−mg

MeV

(I.5)

in which the trailing coefficient handles the dimensional analysis necessary to obtain

dose in rads for LET specified in the traditional units [McMahan et al., 2008, p.136].

28As explained in Footnote 10 of Appendix C, this assumption eliminates the locality restriction
on the deposited energy and is equivalent to considering the energy associated with the production
of all δ-rays, not just those with energy less than a given cutoff.

29Although increasing in validity with device scaling, this assumption is a gross oversimplification.
That the surface LET can be considerably lower than that deep within the sample is evident in the
heavy-ion Bragg curves of Figure J.2. However, in order to replicate the calculations performed by
the control software, the method of this section must adopt this equality for protons.

30Assumptions treating LET as constant and neglecting scattering amount to considering an
infinitely thin sample. Although strictly true only for thin foils [Attix , 1986, p.188], the resulting
independence of thickness in (I.5) holds to a good approximation for high-energy protons incident
on modern silicon wafers. However, as described in Section J.2.1.2 such cavalier simplifications, to
be at all valid, must be invoked with exceptional care in the case of heavier ions.
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To arrive at the conversion factor of interest from (I.5), namely η=D/φ, or

η| rad−cm2

proton

=
D|rad

φ|protons

cm2

= L|MeV−cm2

mg

× 1.602×10−5
∣∣

rad−mg
MeV

(I.6)

requires knowledge of the H+ surface LET.

For protons of known energy, simulations using the GEANT (GEometry ANd

Tracking) code [Holmes-Siedle and Adams , 2002, p.115] or, more commonly, the SRIM

(Stopping Range of Ions in Matter) software package [Ziegler et al., 2008], yield a

reasonable estimate of this quantity. However, such programs are sensitive to the

particle energy at impact, especially at higher energies. As such, it is critical to

account for any losses prior to the beam reaching the target. In particular, for the

setup of Figure I.2 the impact energy of the beam line protons, Eimp, is reduced from

their nominal energy, Enom, due to losses from their passage through:

• The tantalum scattering foil used for magnification and uniformity

• The 5-mil thin-film kapton window of the transmission ion chamber

• The nitrogen within transmission ion chamber itself

according to31

Eimp = Enom −∆E = Enom −∆Efoil −∆Ewindow −∆Echamber (I.7)

Invoking meticulous calibration of the loss terms—each of which is a function of

energy—by operators of the BASE facility, (I.7) determines Eimp of the 30-MeV(50-

MeV) H+ to be 29.278 MeV(49.518 MeV). Using these values along with the SRIM

package, yields estimates of

η =

 2.363×10−7 , for Enom = 30 MeV

1.667×10−7 , for Enom = 50 MeV
(I.8)

31Of these contributors, the ∆Echamber tends to dominate, particularly for lower proton energies,
where it degrade beam strength by as much as 33% [McMahan, 2005b, p.412].
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in units of rads/proton/cm2 that are valid to within the ±5% accuracy of the SRIM

fits.32

I.2.2 Setup

The setup for proton beam irradiation using Cave 4A of the BASE facility is very

similar to that of Section I.1.2. Critical distinctions are established in this section,

particularly as pertains to alignment of the DUT, which must be precise enough to

ensure uniform illumination by the narrow (2.5-inch-diameter) beam.

I.2.2.1 Device-Under-Test

The DUT for these experiments is the SVEPRE-1 LNA, instance 2H. From an external

+2.5-V supply, the part is biased to nominal operating conditions with Gp = 14 dB

using the on-chip reference generators. This setup is functionally equivalent to that

of the 60Co testing,33 permit results comparison.

I.2.2.2 Circuit Board

The same radiation bias PCB referenced in Section I.1.2.2 is used for proton testing

as well, but without the need for enclosure within a Pb-Al box. Instead, the PCB is

mounted vertically on a stage at the beam terminus using two C-clamps and aligned

by means of a collinear laser focused from the direction opposite the beam (i.e., from

the rear wall of the cave) onto the back of the PCB.34

32SRIM is a fit to a finite ensemble of previously measured data sets and, as such, its LET estimates
are themselves only good to ±5% [Ziegler et al., 2008].

33The identical bench-top power supply used at The Aerospace Corporation was transported to
LBNL along with the rest of the test equipment for characterization.

34For this purpose, the DUT was placed in into the central socket on the radiation bias PCB and
the laser centered both horizontally and vertically on the thru-hole outline of the socket. Since this
mounting strategy lacks a certain degree of robustness, the board is left in place throughout the
testing, while the part is inserted and removed in a vertical orientation between dose steps. But, to
ensure consistency, the alignment is re-checked with the laser before each illumination.
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I.2.3 Procedure

Prior to irradiation, the baseline performance of the DUT is characterized to ensure

desired operation and the critical voltages and currents of both the characterization

and radiation bias PCBs recorded.35 Next, the DUT is exposed to H+ doses in a series

of logarithmic dose steps. Although the exact dose is computed from the known

fluence via the method of Section I.2.1.2), each step is assigned a convenient dose

value for record keeping purposes; this is the dose that is referenced when identifying

dose steps throughout the dissertation. Between steps, the DUT is carefully removed

from radiation bias PCB (cf. Footnote 34) and transferred to the neighboring cave

(Cave 4B) in which a makeshift laboratory is erected to house the test equipment.36

Here, it is subject to characterization via the FR, LN, and PD test benches. Finally,

at the conclusion of testing, the part is subject to an isothermal anneal after which

and its performance is evaluated to assess the degree of recovery.

I.2.3.1 Irradiation Schedule

The LNA(AAF) was exposed to 50-MeV(30-MeV) protons in a series of logarithmic

dose steps according to the schedule of Table I.3(Table I.4).37 In both cases, testing

terminated when the device exhibited anomalous behavior. Although data from the

terminal H+ dose step for each DUT, being of little probative value, is omitted from

the results of Section 6.4.2 and Section 6.4.2, the reported maximum dose exceeds

that necessary to confirm performance to the specified level of 100 krad(Si) in both

cases.

35Forgoing the pedagogery, these extensive but largely unremarkable tables are omitted here. It
suffices to note that all bias conditions were deemed satisfactory.

36This transport is again conducted according to Sect. 3.9.2 of the Military Standard, using
conductive foam to short the leads and minimize time-dependent effects.

37To reduce the exposure durations for the highest dose steps, Table I.3 indicates the manual
enhancement of the dose rate prior to each of the 50 krad(Si), 100 krad(Si), and 200 krad(Si) dose
steps for the 50-MeV testing; Table I.4 exhibits a similar rate increase prior to the 50 krad(Si) step
for the 30-MeV testing. In both cases, low dose rates were adopted in the early stages of testing
until it was confirmed that the part could survive moderate total dose. Later, in the interest of
time, higher doses were accumulated more rapidly. Note that since the dose rate during each step
does not fluctuate by more than ±10%, even though the variation between steps is much larger, the
dictums of the Military Standard remain satisfied (cf. Footnote 18).
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I.2.3.2 Annealing Schedule

A final round of characterization was performed following a 12-hour(70-hour)

unbiased, room-temperature anneal at the conclusion of the 30-MeV(50-MeV) testing

to assess the rate at which the LNA(AAF) recovered following the cessation of

irradiation. The degree of recovery exhibited by these data is analyzed in Section 6.4.
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Appendix J

Single-Event Testing

This appendix summarizes the single-event testing of the SVEPRE-1 LNA and AAF

via pulsed-laser and heavy-ion beam stimulations. For each source, it provides an

introduction to the test facility and its capabilities, as well as a detailed description of

the experiments conducted; such explanatory information is intended as an aide to the

interpretation of the radiation results presented in Section 6.4.1 Section J.1 describes

experiments conducted at The Aerospace Corporation in El Segundo, CA using a 590-

nm pulsed dye laser, whereas Section J.2 address the use of heavy ions generated by

the 88-inch cyclotron at Lawrence Berkeley National Laboratory (LBNL) in Berkeley,

CA.

J.1 Pulsed-Laser Testing

SEE evaluations of the SVEPRE-1 ASIC using a picosecond-pulsed laser were

performed at the headquarters of the Aerospace Corporation in El Segundo, CA

on April 6–7, 2006 Along with author, the experimenters with The Aerospace

Corporation were Stephen D. LaLumondiere, James L. Roeder, and Stephanie Brown.

The goal of the testing was to diagnosis the SEE-sensitivity of the part prior to

engaging the more comprehensive and costly resources of the heavy-ion beam at the

1For background on the underlying physics of radiation effects on microelectronic circuits, the
reader is directed to Appendix C.

779
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LBNL cyclotron (cf. Section J.2.1). On April 6, an initial round of manual scans using

high beam energies attempted to induce single-event latchup (SEL)—the absence of

which is a sine qua non for proceeding to further testing. In addition, regions of high

sensitivity to single-event transients (SETs) were noted for further investigation the

following day. Having observed no evidence of latchup, a series of SET scans were

performed on April 7 in order to determine the most sensitive regions of the die and

identify the critical factors, both intrinsic and extrinsic, dictating parameters such as

transient amplitude, upset, and recovery time.

J.1.1 Source

Illuminating silicon ICs with a picosecond-pulsed laser in order to provide a

preliminary assessment of SEE vulnerabilities is a well-known method [Buchner

et al., 1990; Koga et al., 1993]. Much of its popularity stems from its low cost and

convenience when contrasted with particle accelerators, such as that of Section J.2.1;

it only requires standard optical laboratory equipment and the instrumentation (along

with the experimenters) can be immediately adjacent to the test fixtures [Moss

et al., 1995, p.1948].2 Furthermore, it provides experimenters with the ability to

interactively stimulate selected portions of the die, synchronize the upsets with circuit

operation, and correlate the resulting performance with the circuitry in these locations

so as to directly evaluate the effectiveness of RHBD techniques [Moss et al., 1995,

p.1948]; such controlled experiments over focused areas are not possible with ion

sources [Buchner and McMorrow , 2005, p.19]. Indeed, for the investigative aims of

this research, such specificity renders the pulsed-laser a critical tool in evaluating the

proposed RHBD techniques.

J.1.1.1 Theory

Charge generation in semiconductors via laser stimulation occurs when electrons are

promoted from the valence to conduction band via photon absorption [Buchner and

2Not to mention the inventory economy achieved since the lack of accumulated ionizing and
displacement damage allows the same samples to be subjected to total-dose testing [Moss et al.,
1995, p.1948].
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McMorrow , 2005, p.31]. When the photon energy is greater(less) than the silicon

bandgap, the dominate mechanism, in which one(two) photons are absorbed per

e−−h+ pair generated, exhibits linear(nonlinear) dependence on intensity [Buchner

and McMorrow , 2005, p.31].3 Single-photon absorption obeys Beer’s law (cf. Equation

(C.2)), in which the beam intensity depends exponentially on depth. Laterally, the

width of the beam profile spreads as it penetrates due to the refractive index of

silicon [Melinger et al., 1994, p.2575].4 For two-photon absorption, the rate of carrier

generation depends quadratically, rather than linearly, on intensity. Thus, even

though both photons have energies smaller than the bandgap of the semiconductor,

and thus pass through un-attenuated, if the beam is tuned to narrow pulse width

(∼ 100 fs) and spot size (∼ 1 µm) the increased irradiance at the focus is sufficient

for the pair to absorbed, generating an e−−h+ pair [Buchner and McMorrow , 2005,

p.37].

In exchange for the diagnostic advantages provided by its spatial and temporal

resolution [Buchner and McMorrow , 2005, p.28], the pulsed-laser technique suffers

from limitations that preclude it from serving as the sole arbiter of SEE hardness. The

most often cited disadvantage is the inability of the laser to penetrate the substrate

beneath regions covered by metalization [Melinger et al., 1994, p.2582]. However, this

issue is most detrimental for the high-density, regularized layouts of digital circuits;5

analog layout typically contains large regions of exposed substrate since metalization

interferes with device matching [Buchner and McMorrow , 2005, p.34].6

3To be certain which of these effects is at work, it is not advisable to perform testing with a laser
whose wavelength—which is inversely proportional to energy—is very near the Si bandgap [Melinger
et al., 1994, p.2577].

4The width of the beam is defined by twice the radial distance at which its intensity drops to
half of its peak value: the full-width, half-maximum (FWHM) value. Typically, the radial intensity
profile normal to its direction of propagation is presumed to be Gaussian [Melinger et al., 1994,
p.2574].

5Yet, even for highly scaled CMOS technologies with dense metal coverage, simple layout
techniques that permit accurate topside illumination have recently been validated [Balasubramanian
et al., 2008].

6In the absence of such opening above the critical regions, another solution to the impediment
of metalization is illuminating the die from the backside using two-photon absorption [McMorrow
et al., 2002]. Combined with wafer thinning, the ability to ensure that charge generation only
occurs at the focus allows this technique to still probe sensitive junctions near the Si-SiO2 interface.
Using operational amplifiers, it has been shown to that topside and through-wafer illumination yield
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A second concern is that the lower intensity and wider beam width of the

penetrating laser result in a charge track shallower and less dense that that of a heavy

ion, along the path of which the charge density is relatively constant [Melinger et al.,

1994, p.2576].7 But, despite differences in the nature of the ion tracks and charge

collection of laser illumination when compared to those of heavy-ion passage,8 a high

degree of correlation is repeatedly observed between ASETs generated by the two

methods [Buchner et al., 2004a, b] because only a few picoseconds after generation,9

the spatial distributions of the two types evolve to become indistinguishable [Melinger

et al., 1994].10

Insofar as the 590-nm dye laser used in this work selects for single-photon

absorption, and the SVEPRE layout is devoid of metal over the most sensitive

transistors, and the time-constants of the VLF signal path are far shorter than those

of charge redistribution along the ionizing tracks, the pulsed-laser technique stands as

an expedient predictive tool for the heavy-ion susceptibility of the design in question.

J.1.1.2 Overview

A schematic of the cavity-dumped, actively mode-locked, 590-nm dye laser housed

at The Aerospace Corporation [Moss et al., 1995, p.1950–1951] is depicted in

Figure J.1. It begins with an actively mode-locked, frequency-doubled Nd:YAG diode-

indistinguishable transient pulses, even for unthinned wafers [McMorrow et al., 2004].
7As described in Section C.2.1 and Section C.2.2, the density of the charge track governs the

net yield from a given strike and, as described in Section 2.2, the eventual impact of that charge is
determined by collection mechanisms that are also dependent on density.

8The differences in charge collection are not as pronounced as might be anticipated. Funneling
has been shown to play a role both in laser and ion illuminations, though the funnel length of the
former is somewhat shorter on account of its lower densities [Buchner et al., 1988]. However, Auger
recombination lifetimes are markedly on denser ion tracks [Melinger et al., 1994, p.2580].

9Note that the time required for this evolution of the charge deposition must be shorter than the
response time of the circuit for this equivalence to hold [Buchner and McMorrow , 2005, p.35].

10The degree of correlation between pulsed-laser and heavy-ion data has long been a source of
contention. However, “it has been unequivocally demonstrated for the devices investigated to date
that the ASET shapes generated by pulsed laser light are identical to those generated by heavy ions.
The similarity of the pulse shapes suggests that the differences in the mechanisms responsible for
free-carrier generation—Coulomb excitation for charged particles and light absorption for photons—
are not important for the devices tested thus far” [Buchner and McMorrow , 2005, p.30].
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pumped solid-state (DPSS) laser,11 which synchronously pumps the cavity-dumped

Rhodamine 6G dye laser at 590 nm.12 To achieve ultra-short pulses and minimize

cavity losses while it circulates, this dye laser is cavity dumped by an optical switch

that extracts 40 pJ/pulses with FWHM widths of 15 ps at a rate of 1 MHz. The

beam ultimately delivered to the DUT is then gated by an electro-optical shutter

with a much lower repetition rate (100 Hz), so that the presence(absence) of the

pulse stream that is emitted(blocked) when it is open(closed) can be perceived by

the operators.13 The periscope through which the laser is focused incorporates a

microscope with objectives from 50×–100× to support spot diameters from 1 µm to

100 µm. In addition to the laser light, the periscope also carries incoherent light

reflected by the die back up through a dye laser mirror to a CCD imager coaligned

with the laser itself so that the location of the latter can be precisely determined and

recorded by frame-grabbing software.

A summary of the relevant parameters of the laser is provided in Table J.1. Note

that the penetration depth at which the laser reaches 1/e (∼ 37%) of its incident

intensity is ∼ 1.8 µm, which exceeds the diffused depths of the suspected critical

junctions, even in a non-epitaxial 0.25-µm technology.14

J.1.1.3 Dosimetry

The initial beam energy as the laser leaves the optical cavity, Eo, is defined in terms

of the nominal average power per pulse of the dye laser as measured just prior to

the periscope (Po) and the rate at which the dye laser is being cavity-dumped via an

11To clarify: a solid-state gain medium Nd:YAG (∼ 1% neodymium-doped yttrium aluminium
garnet crystal) is pumped with a laser diode to produce an infrared transition at 1064 nm. An
electro-optical AM modulator synchronizes that action with the cavity round-trip time to lock all
the harmonics; such mode-locking permits the generation of picosecond pulse widths. The second
harmonic (532 nm) is then obtained from a nonlinear crystal, thereby implementing the frequency-
doubling.

12Again, a bit of exposition: The gain medium of this second laser, the organic dye Rhodamine
6G, has a wide bandwidth that can be easily tuned. Synchronizing it via pumping of the preceding
laser mode-locks its wavelength to 590 nm.

13Also for operator convenience, the oscilloscope is automatically synchronized with the shutter
because it triggers off a fast PIN diode that is illuminated (via a beam splitter) when the shutter
opens.

14The remainder of the parameters in Table J.1 are explained in Section J.1.1.3.
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electro-optical switch (fW) as:

Eo =
Po

fW

(J.1)

This expression merely reflects the fact that, every time the cavity is dumped, all

the beam power accumulated during the preceding regeneration phase is released.

Hence, ignoring the width of the pulse itself, the entire time between pulses is used

to accumulate laser power for the next pulse, yielding the energy of that pulse when

multiplied by the average power of the beam.

To adjust the power of the laser and hence the intensity of illumination at a

given spot size, a set of four, adjustable, neutral density filters are placed in series

with the laser path prior to the objective, implementing the VA block of Figure J.1.

The overall absorbance, denoted A, is then determined by the sum of the optical

densities, or absorbances, of these filters, each denoted Ax for x= 1, 2, 3, 4 with the

lowest subscript indicating the filter closest to the objective. This absorbance is

logarithmically related to the transmittance (TA), which is the ratio of the intensity

of the transmitted beam, I, to that of the incident beam, Io, by

TA =
I

Io

= 10−A = 10−(A1+A2+A3+A4) (J.2)

The neutral density filters are just one of several attenuating elements in the path

of the beam. In addition:

• The transmittance Tperi accounts for loss through the periscope, including that

of the beam splitter for the CCD.

• The transmittance Tobj of the 50× microscope objective accounts for focusing

the spot size. This objective provides an overall magnification of 500× for the

smallest spot sizes (∼2 µm).

• The reflectivity of the silicon surface, RSi = 1−TSi accounts for the light which

does not penetrate the sample. Prior to testing, it is measured by replacing

the CCD with a photodetector and comparing the light reflected by the DUT

against that of a fully reflective phantom [Moss et al., 1995, p.1951].
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Thus, the net energy (in pJ) of each pulse as it penetrates the die surface, Ep, can be

described by applying the various attenuations to the initial energy Eo such that15

EP = Eo × TA × Tperi × Tobj × TSi × 1012 (J.3)

To arrive at an estimate for the equivalent LET of the Ep in (J.3), the method of

Kim et al. [1992, p.909] can be applied such that

Leqv ' 3Ep (J.4)

Although pulsed-laser results are best considered only in terms of relative, rather

than absolute, LET [Melinger et al., 1994, p.2582], this notion of ion-equivalent LET

has been proffered in the literature on account of the strong correlations observed

between the ASETs excited by pulsed lasers and heavy ions [Buchner et al., 2004a;

Koga et al., 1993]. Thus, in this work, the approximation is only used to bound the

limits of device performance: if effects are not observed at a particular beam energy, a

quoted minimum Leqv for device robustness is established by applying a conservative

derating factor to the result of (J.4).

J.1.2 Setup

For SEE testing using the laser of Section J.1.1, a single instance of SVEPRE

is operated under nominal conditions on the characterization bias PCB during

illumination with its lid removed. A brief review of the particulars of each step

comprises the remainder of this section.

J.1.2.1 Device-Under-Test

The DUT for these experiments is the SVEPRE-1 LNA, instance 2B. From an external

+2.5-V supply, the part is biased to nominal operating conditions with Gp = 21 dB

15Note that (J.3) assumes that the full beam spot penetrates the substrate and generates carriers;
that is, no correction is made for the fact that only a fraction of the spot actually fits within the
opening of any given underlying metalization pattern. Without such a correction, the calculated Ep

is an overestimate.
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using the on-chip reference generators.

J.1.2.2 Circuit Board

To leverage the sub-micron precision of the laser, the characterization PCB is mounted

onto a motorized 2-D translation stage (1-inch travel in each direction with ∼ 1 µm

accuracy) using a custom aluminum back-plate that mates the standoffs of the former

to the screws of the latter. Note that use of the characterization PCB, rather

than the radiation bias PCB, allows in-beam DUT operation to simulate mission

conditions by providing the DUT with the input signal described in Table 6.7 while

the DMM(oscilloscope) is monitored for any anomalous supply(output) waveforms.

J.1.3 Procedure

Manual scans of the SVEPRE-1 die using the pulsed-laser of Section J.1.1 are

distinguished by the character of the SEE under investigation according to the

divisions of Section 6.2.5.

J.1.3.1 SEL Scans

During SEL scans, the entire die is surveyed using a beam of maximum spot diameter

(30 µm) and energy (1.3 nJ/pulse, corresponding to an equivalent LET in excess of

1000 MeV-cm2/mg). Although manual scanning cannot ensure complete coverage,

the wider diameter permits the majority of the surface area to be examined using a

serpentine trajectory that extends out to the edges of the die.16

J.1.3.2 SET Scans

During SET scans, selected sections of the die are probed with the spot diameter

reduced to ∼ 1.2 µm and the beam intensity adjusted via the sequence of neutral

16ESD structures, which are known to be more vulnerable to latchup than core circuitry on account
of the higher currents typically observed, are adjacent to each pad. Hence, scanning the periphery
of the die was the highest priority in adjusting the pitch of the labyrinthine course of the SEL scan.
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density filters described in Section J.1.1.2.17

The SET scans are further subdivided, being conducted in two stages. For a

given die location, typically a critical transistor array, the initial illumination, known

as a threshold scan, gradually increases the beam intensity at a narrow spot diameter

until an ‘onset threshold’ is reached, at which point transients of sufficient amplitude

are observable. Then, the beam intensity is augmented by 3×, constituting a high-

LET scan whose impact on the transient amplitude and recovery time are noted.

To identify the exact beam position in order to associate it with the corresponding

waveform records, a bitmap image is obtained at the conclusion of the high-LET scan

by means of the CCD imager focused through the laser objective.18

J.2 Heavy-Ion Testing

Heavy-ion testing of the LNA was conducted on September 26–27, 2006 in Cave 4B

of the Berkeley Accelerator Space Effects (BASE) facility associated with the 88-inch

cyclotron at the Lawrence Berkeley National Laboratory (LBNL) in Berkeley, CA

(cf. Figure I.1). Along with author, the experimenters were Charles C. Wang with

Stanford University, and Rocky Koga, Jeffrey S. George, and Van T. Trans with

The Aerospace Corporation. The goal of the testing was to validate intimations

regarding the SEL and SET tolerance of the part obtained during pulsed-laser

evaluations by exposing it to heavy ions representative of the expected orbital

profile. A typical choice, the 10 MeV/nucleon cocktail reasonably approximates the

plasmaspheric environment: the effects of passing ions with energies below this level

(after discounting for any shielding) increases error rates by at most ∼ 20% [Tylka

et al., 1996, p.2762].19 Species constituting the 10-MeV/nucleon cocktail at LBNL

17SET scans specifically target regions of the die devoid of metal fill, only training the center of
the spot over exposed substrate so that the maximum beam energy is delivered to and generates
charge near the collecting junctions.

18Recall from Section J.1.1.2 that this image comes courtesy of a dye laser mirror whose reflection
about the vertical axis of the raw images is reversed during during post-processing, and whose
transmittance is taken into account when determining the fraction of the beam energy refracted
through the objective in the Tperi term of (J.3).

19Ion with energies less than 10 MeV/nucleon (particular lighter species) violate the underpinnings
of rate prediction models that assume constant LET when integrating over the chords of the sensitive
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Species

Atomic properties Effective LET
Range

Z A Charge state Energy 0◦ 60◦

[#] [AU] [MeV] [MeV-cm2/mg] [µm]

B 5 11 +3 108.01 0.89 1.78 305.7

O 8 18 +5 183.47 2.19 4.38 226.4

Ne 10 22 +6 216.28 3.49 6.98 174.6

Sia 14 29 +8 291.77 6.09 12.19 141.7

Ara 18 40 +11 400.00 9.74 19.48 130.1

Va 23 51 +14 508.27 14.59 29.18 113.4

Cu 29 65 +18 659.19 21.17 42.34 108.0

Kr 36 64 +24 906.45 30.23 60.46 113.1

Ya 39 89 +25 928.49 34.73 69.46 102.2

Ag 47 107 +29 1039.42 48.15 96.30 90.0

Xe 54 124 +34 1232.55 58.78 117.56 90.0

a Not present in the cocktail at time of reported testing; available upon special request

Table J.2: Properties of species in the 10-MeV/nucleon heavy ion cocktail at the
LBNL 88-inch cyclotron. Total energy per ion and charge state are determined from
atomic number (Z) and mass number (A) since the energy/nucleon and mass/charge
ratio are approximately constant for a given cocktail. Effective LET given for
both normal (0◦) and oblique (60◦) incidence; range applies to normal incidence.
Reproduced from [LBNL, Lawrence Berkeley National Laboratory , 2009].

are summarized in Table J.2.

J.2.1 Source

As opposed to protons, whose low LET favors secondary ionization, the increased

mass of heavy ions trades range for higher LET and, thus, they cause direct as

well as indirect ionization.20 Since this combination renders them more effective at

volume (cf. Footnote 83 of Chapter 6) since they may come to rest along the chord [Tylka et al.,
1996, p.2762]. The interplay between the increased LET associated with the Bragg peak and these
shorter penetration depths usually belies the presumption of constant LET.

20A more complete exposition of these mechanisms is available in Section C.2.1.2.
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generating SEEs, heavy ions are preferred over protons for single event testing.21

Thus, to ascertain the DUT response to a range of LETs, thereby generating cross-

section curves as described in Section 2.2.2, the LBNL cyclotron is configured to emit

selected heavy ions from the cocktail of Table J.2.22

A cocktail is simply a mixture of ions with nearly identical mass-to-charge ratios

[McMahan, 1999, p.143];23 the cyclotron then acts a mass spectrum analyzer to

extract a desired component from the cocktail simply by tuning its RF frequency.

Since the gyrofrequency of the ions orbiting within the cyclotron magnetic field is

linearly and inversely proportional to their mass, á la (A.7), the cyclotron’s mass

resolution is a function of its RF frequency resolution: for the 88-inch cyclotron, the

latter is 2 kHz, so the former is approximately 1/3000 [McMahan, 2005a, p.1].24,25

The ability to rapidly adjust the RF tuning allows the cyclotron operators at LBNL

to select a desired species (and, thus, LET) from the cocktail in about one minute

[McMahan, 1999, p.143].

Spanning the range of LETs observed from naturally occurring radiation sources,

including those of the cosmic rays (cf. Chapter 2), the heavy ions of the LBNL

cocktails (as compared to laser pulses) provide a realistic simulation of the anticipated

space environment [Koga, 1996, p.661–662].

21Motivated by expediency, this preference carries a caveat: devices that do not exhibit single-
event errors below a particular heavy-ion LET may nevertheless be susceptible to the lower LETs of
protons in environments wherein secondary ionization of the latter proves significant [Rasmussen,
1988, p.1531]. This complication is further highlighted in Footnote 32.

22Resulting from ongoing upgrades to the ion sources at LBNL, new cocktails are routinely
available. The latest examples, featuring 16-MeV/nucleon and 4.5-MeV/nucleon, respectively, are
described by McMahan et al. [2004] and Johnson et al. [2007].

23To produce this amalgamation, the ECR source described in Footnote 26 of Appendix I generates
sufficiently high charge states for a large range of ion masses, which are then tuned out together
[McMahan, 2005b, p.410].

24This resolution is sufficient to separate out most, though not all, of the ions of near-identical
mass-to-charge ratio emanating from the ECR source [McMahan, 2005a, p.1].

25Similar arguments attend the benefits of its large diameter: since the circular path of ions within
the cyclotron is long (200 to 300 turns) [Leitner-Wutte et al., 2002], heavier ions, whose gyroradii
are proportional to their masses via (A.8) can be accelerated.
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J.2.1.1 Overview

Designated for heavy-ion nuclear reactions, the Heavy-Ion Irradiation Facility (HIIF)

in Cave 4B of the BASE center receives a beam containing heavy ions (from 4He

through uranium) of varying mass and charge states from the 88-inch cyclotron

at LBNL [McMahan, 2005b, p.409]. Given the large interaction cross-sections of

these species, which are responsible for their high LET, the beam target is housed

within a large26 vacuum chamber that is pumped to down to ∼0.1-mTorr to prevent

attenuation and scattering.27

Inside the chamber, the circuit board—here, the characterization PCB of

Appendix H—is mounted to a motorized, three-dimensional translation stage using

a 4.25-inch-square set of screw holes. The computer-controlled stage can tilt the

sample relative to the beam through angles from 0◦ to 80◦ in order to align it,28

and/or increase the effective fluence by extending the length of ion paths through the

substrate.29 To communicate with the PCB once the chamber has been pumped down,

the side wall is outfitted with four bulkhead connectors containing pass-throughs for

BNC, SHV, and ribbon cables.30

Upstream of the vacuum chamber, the beam is calibrated, collimated, and

controlled by an array of dosimeters, collimators, and shutters located within a

diagnostic box [McMahan, 1999, p.146]. A diamond of quad photomultiplier tubes

monitors the beam flux, reporting the value to the control PC so that the operator

can manually regulate it over nine orders of magnitude using a series of attenuator

26With interior dimensions of 20-by-22-by-38 inches, the chamber is large enough to house not
only circuit boards, but even entire systems [McMahan, 1999, p.144].

27The chamber is specially designed to reach such pressures in only a few minutes [McMahan,
1999, p.144]. Nevertheless, the scheduling penalty associated with repeated pressurizing and
depressurizing the vacuum chamber is significant enough that experimental design ought minimize
these occurrences.

28Remote alignment is facilitated by real-time images delivered to the control computer from a
CCD imager inside the vacuum chamber that is trained on the stage.

29Given mechanical difficulties when the tilt approaches 90◦, not to mention shadowing from taller
components on the PCB, including the device socket, testing is predominantly restricted to angles
below 60◦. Hence, the choice of this incidence angle for computing the effective LETs of Table J.2.

30Connectors other than these defaults can be accommodated by installing alternate bulkhead
plates into the flanges, so long as the total thickness of the cable bundle fits within the 5-inch
inner-diameter of the of the flange hole.
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grids at the ion source that are inserted/removed on command [Leitner-Wutte et al.,

2002]. For these experiments, the collimators are tuned to yield a beam diameter of

∼ 3 inches. Finally, the shutter position is governed by the main application on the

control PC, whose interface allows the user to specified the duration of the exposure

in terms of either the target fluence or elapsed time; the latter is preferred here.

J.2.1.2 Dosimetry

Since early radiobiological studies demonstrated that, for particles of the same linear

energy transfer (LET), “the spectrum of energy losses in primary collision is, to a

good approximation, the same” [Neary , 1970], it has been common in the radiation

effects community to employ the metric of LET in lieu of a full description of the

SEE environment [Koga, 1996, p.662].

However, despite its utility, this simplification is fraught with latent assumptions.

First, since it is commonly equated to the unrestricted, linear electronic stopping

power, as noted in Section C.1.2.1, the oft-reported LET only measures the energy of

the incident particle lost to Coulomb collisions; it does not necessarily account for the

true fraction absorbed (ignoring, for example, recombination),31 nor for the effects of

non-local, secondary ionization (via, for example, δ-rays),32 nor for nuclear, activation,

nor radiative stopping mechanisms [Koga, 1996, p.662].33 Secondly, studies confirm

that higher energy ions yield more efficient charge collection than lower energy ions

of the same LET on account of their lower ion track densities [Stapor et al., 1988,

p.1588].34 Lastly, single-event and total-dose responses can be mistakenly conflated

without monitoring the accumulated dose in addition to the LET [Koga, 1996, p.668].

For these reasons, it is necessary to report not only the LET of heavy ions used during

SEE testing, but also the ion species, the particle energies (or energy/nucleon, from

31Naturally, the absorbed energy is the more critical quantity for SEE hardness assurance. Thus,
“the observation that energy loss and charge collection are not necessarily correlated highlights the
inadequacy of LET as a measure for SEE studies” [Koga, 1996, p.665].

32Neglect of secondary ionization, whether in the form δ-rays generated by heavy ions [Dicello
et al., 1991] or the baryons released as scattering or spallation products of low-LET protons [Nichols
et al., 1982] can produce dramatic inconsistencies.

33In particular, LET does not encompass the effects of displacement damage [Koga, 1996, p.661].
34The dependence of charge collection on ion track density is explicated more fully in Section 2.2.



794 APPENDIX J. SINGLE-EVENT TESTING

Proceedings of the Space Nuclear Conference 2005 
San Diego, California, June 5-9, 2005 

Paper 1011 

0.0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0

0 10 20 30 40 50 60 70 80

Depth in Si (micron)

LE
T 

(M
eV

/m
g/

cm
2)

10B

15N

20Ne

40Ar

59Co

63Cu

86Kr

136Xe

 
Figure 4. Linear Energy Transfer (LET) versus depth in silicon for the 4.5 AMeV cocktail.  
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Figure 5. Linear Energy Transfer (LET) versus depth in silicon for the 10 AMeV cocktail.  
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Figure J.2: Bragg curves for species in the 10-MeV/nucleon cocktail at the LBNL
88-inch cyclotron. Reproduced in toto from [McMahan, 2005a, p.5].

which they can be easily calculated), and the duration of the exposure.

Furthermore, additional care in the application of the LET concept is mandated

by two potential pitfalls stemming from the capabilities of the BASE facility. First,

though it is standard practice to assign each species an LET corresponding to its

value at the surface of the target (i.e., the surface LET), the curves of LET-vs-depth

for the 10-MeV/nucleon cocktail in Figure J.2 indicate substantial variation as ions

penetrate into silicon. Known as Bragg curves, these examples exhibit a universally

observed shape in which the LET reaches a maximum (the Bragg peak) as result of

the increase in its interaction cross-section as the particle looses energy just before it

abruptly comes to rest.35 Given that the LET both increases and, more importantly,

sharply plummets at a point defined by the particle range,36 it is critical that the

35Although reporting the surface LET, as is convention, belies this variation prima facie, its
existence is widely understood and implied de facto.

36A rigorous definition of range in the context of continuous stopping is provided in Footnote 6
of Appendix C. However, for heavy ions, which deflect minimally, there is little distinction between
total path length and mean penetration depth, so the two may be considered equivalent in the
context of this section and as pertains to the values of Table J.2.
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elements of the cocktail be chosen such that the Bragg peak exceeds—preferably by a

comfortable margin—the sensitive depths of the silicon die. Exhibiting ranges beyond

100 µm, those of 10-MeV/nucleon cocktail satisfy this criterion for the integrated

circuits in question.

Secondly, to increase the upset rate for a particular beam energy, the DUT

translation stage can be tilted from a plane normal to the beam by an angle θ, thereby

increasing the path length of heavy ions traversing the thickness of the sample. Such

geometry leads to the notion of an effective LET, Leff , scaled from that of the normally

incident case, L⊥, by the increase in the length of the chord through the sensitive

collection volume in the substrate as [Petersen et al., 1992, p.1588]:

Leff = L⊥sec(θ) (J.5)

However, this simplistic interpretation makes two dubious assumptions; namely, that

the particle LET is constant throughout the depth of the sensitive volume [Koga,

1996, p.666], and that this volume is sufficiently thin (relative to its areal dimensions)

for geometric effects near its corners to be neglected [Petersen et al., 1992, p.1588].

According the Bragg curves of Figure J.2, the former only holds for lighter ions

passing through thin volumes; for heavier ions such as xenon, it is patently false

even a few microns below the surface. Limitations based on the sensitive volume

geometry, including its depth and whether it can be modeled as rectangular, are only

surmounted if these quantities are known a priori.37

In light of these shortcomings, “the applicability of the effective LET concept

is. . . somewhat limited for many advanced devices” and, so, is “generally inapplicable

to the testing of high density microcircuits” [Koga, 1996, p.662] as in this work.

Instead, as recommended by Petersen et al. [1992, p.1590], data is only obtained for

37However, with this knowledge, simple geometric corrections can be applied to (J.5) so as to
avoid erroneously accounting for particle trajectories that only intercept the corners of the sensitive
volume. In particular, the methodology proposed by [Petersen et al., 1992, p.1588–1589] proves
successful in correcting anomalies in published cross-section curves. But, since their methods have
not been universally adopted, the authors recommend that “more credibility should be placed on
measurements at normal incidence” [Petersen et al., 1992, p.1590] and that angular dependence is
best ascertained by tilting and then rotating the DUT in the plane of the stage.
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heavy ions impinging orthogonal to the die surface.

J.2.2 Setup

The setup for heavy-ion beam irradiation using Cave 4B of the BASE facility

is somewhat more complicated than that of Section J.1.2 since the exposure is

conducted inside a vacuum chamber. Although the configuration of the DUT and

characterization board are functionally equivalent, the necessary modification to the

instrument locations and connections, as well as the operation of the SEE test bench

(cf. Section 6.2.5), are explained in this section.

J.2.2.1 Device-Under-Test

The DUT for these experiments is the SVEPRE-1 LNA, instance 2G. The Agilent

6236B DC power supply of Figure 6.12(b) provides 10-V to the PWR block of the

characterization PCB, which ensures that the bias and gain (Gp =20 dB) match those

of Section J.1.2.1 as closely as possible, to permit results comparison.

J.2.2.2 Circuit Board

As for the pulsed-laser, the setup for SEE testing with the heavy-ion beam delivered to

Cave 4B of the LBNL facility (cf. Figure I.1) consists of mounting the characterization

PCB on a motorized translation stage inside the vacuum chamber so that the DUT

can both be operational during the exposure and aligned relative to the beam.

However, it is not uncommon for noise radiated by the stepper motors that

control the location of the stage to corrupt the outputs of DUTs that contain

sensitive analog circuits. Such is the case for the LNA, requiring the motors to

be disabled and preventing vertical translation.38 In order to align the DUT with

the beam, the characterization PCB is instead affixed to the stage via a C-clamp and

manually adjusted using a collinear laser observed on the CCD image of the DUT

that is transmitted to the beam-control computer. Although a static arrangement

38Stepper motors cannot maintain torque without power, so the stage drops to the bottom of its
track.
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only permits normal incidence, thereby limiting the maximum effective LET, a

configuration in which the beam trajectory is perpendicular o the plane of the die

is preferred over oblique illumination since it eliminates the commonly overlooked

ambiguities described in Section J.2.1.2.

J.2.2.3 Instrumentation

Since the characterization board is placed inside the vacuum chamber (cf. Sec-

tion J.2.1.1), it must be connected to the instrumentation of Figure 6.12(b) and

Figure 6.12(a) via one of four bulkhead connectors that bridge the metallic chamber

without breeching the integrity of its vacuum.39 In addition, experimenters are

precluded from the concrete cave housing the chamber, due to high levels of radiation

contamination. Since the distance from the chamber bulkhead to the permissible

location of the operator stations is approximately 30 feet,40 the difficulties associated

with driving sensitive signals through the bulkhead and down long cables [Turflinger ,

1996, p.596] drive the partitioning of this instrumentation between the cave itself and

the operator station as shown in Figure J.3.

Noteworthy in this configuration is the proximity of the DMMs and oscilloscope to

the chamber (videlicet, on a nearby instrument cart), which minimizes the corruption

or degradation of their signals otherwise observed over the 30 foot traverse. Since this

distance exceeds the limitations of the GPIB interface, which recommends cables less

than 4 m [IEEE Std 488.1-2003 , 2003, Sect. 8.4.2], remote control of the DMMs is

accomplished through a pair of National Instruments NI GPIB-140 optical extenders

that convert then carry the signals from the SEL station to the bulkhead, and vice

versa, over 200 feet of fiber pair (1 transmit, 1 receive). Lacking a GPIB interface,

the oscilloscope is remotely commanded via a dedicated PC (SET station) with a PC

running the custom Textronix eScope application and connected to the instrument

in the cave by a 25-foot Cat6 crossover cable.

39For this testing, each bulkhead connector features 16 BNC pass-throughs, though only about
ten are easily accessible.

40Cables running through the bulkhead(cable tray) from the DUT(instruments) inside(on) the
vacuum chamber(instrument cart) to equipment on(at) the instrument cart(operator station) travel
approximately 10(20) feet.
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J.2.3 Procedure

On the day of testing, the species in the 10 MeV/nucleon cocktail spanned an LET

range of 3.45 MeV-cm2/mg (Neon) to 58.72 MeV-cm2/mg (Xenon) (cf. Table J.2).41

During SET investigations, the DUT is illuminated with ions of progressively

higher LET over both variable-length and fixed-interval durations. As explained in

Section 6.2.5.3, the former permits synoptic recording of transient waveforms whereas

the latter facilitates ‘upset’ counting to produce cross-section distributions.42 The

particular beam conditions during runs of each type are summarized below according

to the continuous and discrete data sets obtained.

J.2.3.1 Waveform Runs

Table J.3 presents the irradiation schedules for the synoptic recording of represen-

tative waveforms when using a free-running beam and an input amplitude of either

30 mVPP or 60 mVPP. The number and duration of the runs for each species varies

with the rate at which the operators were able to identify and download oscilloscope

captures of illuminating ASET morphologies. The experiment IDs associate the

waveform records with observations gleaned at the time of their acquisition. The

beam conditions for the second class of waveforms, those obtained at the conclusion

of each 300-s run, are encapsulated by the irradiation schedules for the discrete data

sets described below.

J.2.3.2 Cross-Section Runs

In order to obtain ‘upset’ distributions for cross-section analyses, LET sweeps were

repeated for the each of the input signals enumerated in Table 6.7. For each pair

of 300-s runs per species performed with a 10 kHz sinusoidal input tone at an

effective input amplitude of 30 mVPP(60 mVPP), the beam conditions are provided in

Table J.4(Table J.5). Similarly, the irradiation schedule for DC sweeps of both Vthresh

polarities is summarized in Table J.6.

41A peculiar dearth of silver in the ion mix on the day of testing explains the reduced Ag fluence
values in the irradiation schedules of this section.

42Continuous monitoring for SEL phenomena occurs throughout all runs.
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Species
Surface

LET
Illumination Total

fluence
Average

flux
Maximum

fluxStart End Duration
[MeV-cm2/mg] [24-hr] [24-hr] [s] [cm−2] [cm−2/s] [cm−2/s]

Ne 3.45
10:19 10:24 300.02 7.39×106 2.46×104 6.70×104

10:27 10:32 300.03 7.63×106 2.54×104 7.12×104

Ar 9.74
06:24 06:29 300.04 9.53×106 3.18×104 5.41×104

06:34 06:39 300.02 9.24×106 3.08×104 5.22×104

Cu 21.33
07:10 07:15 300.04 1.30×107 4.34×104 2.76×105

07:19 07:24 300.03 9.18×106 3.06×104 7.80×105

Kr 31.28
07:56 08:01 300.04 8.26×106 2.75×104 9.03×104

08:05 08:10 300.02 7.89×106 2.63×104 8.63×104

Ag 48.16
09:35 09:45 600.03 5.34×106 8.90×103 3.08×104

09:49 09:59 600.04 5.36×106 8.93×103 2.82×104

Xe 58.72
08:34 08:39 300.03 7.31×106 2.43×104 7.70×104

08:42 08:47 300.03 7.02×106 2.34×104 8.02×104

Table J.4: Irradiation schedule for count acquisitions during single-event testing of
the SVEPRE-1 LNA using 10-MeV/nucleon heavy ions. Input amplitude: 30 mVPP.

Species
Surface

LET
Illumination Total

fluence
Average

flux
Maximum

fluxStart End Duration
[MeV-cm2/mg] [24-hr] [24-hr] [s] [cm−2] [cm−2/s] [cm−2/s]

Ne 3.45
10:00 10:05 300.03 8.11×106 2.70×104 7.04×104

10:11 10:16 300.04 7.57×106 2.52×104 6.70×104

Ar 9.74
06:16 06:21 300.03 9.81×106 3.27×104 7.89×104

06:42 06:47 300.02 1.01×107 3.36×104 1.37×105

Cu 21.33
06:52 06:57 300.04 1.39×107 4.63×104 2.81×105

07:01 07:06 300.04 1.32×107 4.41×104 2.85×105

Kr 31.28
07:37 07:42 300.03 9.29×106 3.10×104 8.55×104

07:45 07:50 300.02 8.90×106 2.97×104 6.88×104

Ag 48.16
09:04 09:14 600.04 5.00×106 8.34×103 3.30×104

09:19 09:29 600.03 5.30×106 8.84×103 3.08×104

Xe 58.72
08:17 08:22 300.03 7.40×106 2.47×104 7.41×104

08:25 08:30 300.03 7.46×106 2.49×104 7.44×104

Table J.5: Irradiation schedule for count acquisitions during single-event testing of
the SVEPRE-1 LNA using 10-MeV/nucleon heavy ions. Input amplitude: 60 mVPP.
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Species
Surface

LET
Illumination Total

fluence
Average

flux
Maximum

fluxStart End Duration
[MeV-cm2/mg] [24-hr] [24-hr] [s] [cm−2] [cm−2/s] [cm−2/s]

Trigger level: +30 mV

Ne 3.45 15:07 15:12 300.04 8.58×106 2.86×104 7.67×104

Ar 9.74 14:49 14:54 300.03 6.08×106 2.03×104 4.19×104

Kr 31.28 14:28 14:33 300.04 1.43×107 4.75×104 1.75×105

Xe 58.72 14:09 14:14 300.03 8.33×106 2.78×104 8.52×104

Trigger level: −30 mV

Ne 3.45 15:15 15:20 300.03 8.59×106 2.86×104 6.53×104

Ar 9.74 14:58 15:03 300.02 5.20×106 1.73×104 2.65×104

Kr 31.28 14:40 14:45 300.04 1.48×107 4.92×104 1.56×105

Xe 58.72 14:18 14:23 300.03 9.27×106 3.09×104 8.37×104

Table J.6: Irradiation schedule for count acquisitions during single-event testing of
the SVEPRE-1 LNA using 10-MeV/nucleon heavy ions. A 0-V DC input is applied
for both trigger polarities.



Appendix K

Burn-In Testing

This appendix summarizes the burn-in testing of the SVEPRE-3 front-end ASIC as

part of qualification for flight opportunities. The goal of burn-in testing is to ensure

the reliability of the flight components by subjecting a lot to prolonged thermal stress

(hence, the designation ‘burn-in’). Since manufacturing tolerances dictate that the

ensemble will exhibit a distribution of failure rates associated with time and stress,1

it is important to identify those devices that fail far sooner (infant mortality) or far

later (lifetime failure) than the lot average.2 Through burn-in screening, instances

that exhibit early failures are eliminated from the pool of flight-worthy parts, thereby

improving confidence in the longevity of the flight instrument.

Burn-in testing was performed in June 2008 on a lot of 34 SVEPRE-3 die

bonded in the 44-pin SOIC package described by Table 6.1 and serialized as noted in

Section 6.1.1. The tests were conducted in accordance with Military Standard 883G,

Method 1015.9, Class B [MIL-STD-883G , 2006, Method 1015.9]— referenced simply

as the Military Standard in the remainder of this appendix—by lead experimenter

Bob Bumala and engineers Clem Tiller, and Ken Holsworth and supervised by Jack

Doolittle at the facilities of the Lockheed Martin Advanced Technology Center in Palo

1There may also exist ”inherent defects [which] would be expected to result in infant morality or
early lifetime failures under use conditions” [MIL-STD-883G , 2006, Method 1015.9, Sect. 1].

2These outliers populate the edges of the temporal failure rate distribution, which typically
resembles a classic ‘bathtub curve’ [McCormick , 1981, p.26]. The intention of burn-in is only to
screen out parts at the low end of the curve; testing is not carried out long enough to engender
fatigue or wear-out failures as this would disqualify too large a fraction of the lot.
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Alto, CA.3 All devices remained functional following a 160-hour burn-in at 125◦C with

a minimal spread of stress-induced performance variations.4

The experimental setup and test procedures for both the thermal portion

of the testing and the device characterization are described in Section K.1 and

Section K.2, respectively. Based on the results in Section K.3, which summarizes

batch characterizations performed before and after burn-in, as well as performance

criteria established in Section K.4, the elements of the lot are ranked by serial number.

Ultimately, the top 15 devices are allocated to flight inventory.

K.1 Setup

Along with the availability of an adequate thermal chamber and skilled operators,

programmatic concerns dictated the use of a Lockheed Martin test environment

distinct from that employed during the baseline and radiation testing. Although

input from the author drove the majority of characterization setup described in

Section K.1.2 to be functionally equivalent to its previous incarnations, details of

chip operation within the thermal chamber merit the attention paid in Section K.1.1.

K.1.1 Thermal

While in the thermal chamber, the lot of SVEPRE parts is biased under nominal

operating conditions using the burn-in board described in Section 6.1.2.3.5 Each

lateral-force socket is supplied with power and reference voltages by means of a global

on-board bus that is derived from a single HP6629A DC power supply operating at

+2.5 V. At a local level, input and output terminations, reference current generation,

programming voltages/resistances, supply decoupling, and fusing are performed by

identical replicas of the socket-level circuitry depicted in Figure K.1.

3All experimenters are with Lockheed Martin Corporation.
4 Characterization prior to burn-in identified two instances that were ‘dead-on arrival’—unable

to pass the acceptance criteria for basic operation on account of their outputs being pinned to the
rails. These parts (SN 019 and SN 021) were still subjected to the burn-in procedure but, without
viable data to evaluate, are omitted from the subsequent discussion.

5Of the 50 available sockets, 16 lie fallow during this testing.
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Device-Under-Test
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Figure K.1: Schematic of DUT bias configuration for burn-in PCB. Global reference
and supply generation, derived from an HP6629A DC power supply (not pictured)
is shown in blue. Local elements replicated at every socket (an example of which is
shown in green) provide isolated yet identical biasing environments for each instance.
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K.1.2 Characterization

Before and after the thermal bake, each of the SVEPRE-3 parts is characterized using

a modified version of the characterization PCB developed by engineers at Lockheed

Martin.6 During this performance evaluation, the part is biased by off-chip reference

voltage and current generators and supplied with inputs by an SRS DS360 function

generator. The output of the LNA, which is programmed to a nominal gain of Gp =

23 dB, is AC-coupled to the input of the AAF, which is programmed to Mode A and

trimmed to a nominal bandwidth of fpa = 35 kHz.7 The AAF then feeds the ADC

of Wang [2009],8 which digitizes its outputs to provide all the measurements for the

test benches described in Section K.2.9

K.2 Procedure

Conforming to the precepts of the Military Standard for Class Level B, the entire lot

is submitted to an uninterrupted, isothermal bake while actively biased [MIL-STD-

883G , 2006, Method 1015.9, Sect. 3.1]. To assess functionality and performance,

each DUT is characterized by modified versions of the FR, LN, and PD test benches

before and after this stressor, with the latter occurring inside the prescribed interval

following cooling.

6The modified PCB models a single-channel WBR with a signal path consisting from input to
output of: antenna protection and balancing circuitry, first-stage pre-amplification, the SVEPRE-3
front-end, a gain-of-2 buffer, the ADC of Wang [2009], and a control FPGA.

7These parameters replicate the anticipated configuration of the plasma-wave WBR model (cf.
Footnote 6), thereby imposing a variety of constraints. First, since the overall system gain exceeds
Gp by 4 dB, the former is programmed to 23 dB when a nominal system gain of 27 dB is required.
Secondly, since the dynamic range of the target system permits relaxed anti-aliasing, the AAF
bandwidth is trimmed to exceed the nominal fpa thereby widen its passband at the expense of Amin.
Finally, to generate an output common-level compliant with the subsequent ADC buffer, the AAF
input common-mode is reset by AC-coupling it to the LNA through a resistor ladder.

8A gain-of-2 amplifier is interposed between the two chips to counteract the presence of upstream
attenuators in the signal path of the model WBR that determine the absolute dynamic range.
Aligning the voltage ranges of the two ASICs in this fashion maximizes the performance of the
ADC.

9Replacing the test equipment of Section 6.1.3 with an ADC is not a trivial matter. It incurs a
variety of complications, corresponding solutions for which are presented in Section K.2.2.
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K.2.1 Thermal

Prior to population of the DUT sockets, the temperature of the VWR Scientific

thermal chamber is calibrated whilst it is fully loaded with bias PCBs in their

unpowered configuration [MIL-STD-883G , 2006, Method 1015.9, Sect. 3.1.1].10

Instances which performed satisfactorily through pre-burn-in characterization (cf.

Footnote 4) are then populated in the bias PCB and the pins of each the corresponding

sockets probed to ensure delivery of the desired voltages and/or currents [MIL-STD-

883G , 2006, Method 1015.9, Sect. 3.2.3b]. As per Section 3.2.3b,c of the Military

Standard, this verification procedure is carried out again once the board reaches

thermal equilibrium at the target temperature of 125◦C (for a single socket) and

yet again at the conclusion of the bake (for all sockets).11 In between, the thermal

test chamber maintains an internal temperature of 125◦C for at least 160 hours. No

accelerated burn-in or re-burn-in requirements were imposed.

K.2.2 Characterization

As per Section 3.2 of the Military Standard, all instances are removed from the

bias PCB, individually inserted into the characterization PCB, and measured using

the FR, LN, and PD test benches within 96 hours after the removal of bias.12,13

10In addition to the lot of SVEPRE-3 chips, burn-in testing is simultaneously conducted for a lot
of 23 of the ADCs designed by Wang [2009, p.447–463]. Thus the thermal chamber contains two
bias PCBs during both calibration and operation.

11Once it is at temperature, the thermal chamber can be open for no longer than 10 minutes total
during bias verification of both the front-end and ADC chips, so time is of the essence in the first
case. Thus, only the critical bias voltages and currents, as well as the input and output signals of a
single socket, are assessed at the outset of the bake.

12In order isolate the performance of the front-end, thereby ascertaining metrics that can be
used to satisfy the acceptance criteria for this part, it is necessary that all other elements in the
signal path of the modified WBR be held constant with respect to the various device instances. In
particular, a single ADC is used to acquire all on the performance of the front-end. Since the batch
of latter devices is being subjected to burn-in in parallel with the SVEPRE-3 parts, post-burn-in
characterization must be performed on all the ADC devices, and a suitable sample chosen, prior
to any post-burn-in testing of SVEPRE-3. Hence, after burn-in, the latter must remain under bias
throughout the 96-hour window during which the former are being characterized.

13The removal of bias, rather than the return to thermal equilibrium, is used as the burn-in test
condition from which this interval is measured. Since the latter occurred much earlier than the
former on account of the delay described by Footnote 12, this choice safely satisfies the cool-down
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Quantity Symbol Mode Value Units

LNA
Gain

Gp

G0 23 dB

G1 13 dB

G2 3 dB

Input
frequency

fo

F0 100 Hz

F1 1 kHz

F2 10 kHz

Table K.1: Burn-in test vectors comprised of select gain and frequency modes. To
complete characterization within the alloted time, the FR, PD, and LN test benches
are only executed for LNA gain modes G0–G2; similarly, the input tones employed
by LN test bench are limited to the fundamentals of frequency modes F0–F2.

Notably, the entire, fully differential front-end signal path is characterized in these

experiments, rather than treating the LNA and AAF separately. For each test bench,

a comprehensive evaluation is prohibited by this time limit, so an abbreviated range

of operating conditions is judiciously examined. The acceptance criteria outlined in

Section K.4 is then derived from these parochial measurements.

K.2.2.1 Test Vectors

The prodigious set of possible amplitude and frequency ranges over which the pre-

and post-burn-in performance of the SVEPRE-3 would otherwise be characterized is

distilled down to the test vectors of Table K.1 in the interest of time.14

Gain modes G0–G2 describe the programmable gain steps of the LNA for which

each of the test benches is executed. As Mode G0 is expected to be the worst-

case, owing to its processing the largest signals through the front-end, only scalar

metrics obtained in this mode are incorporated by the ranking rubric described in

Section K.4.15

imposed by the Military Standard [MIL-STD-883G , 2006, Method 1015.9, Sect. 3.2.1].
14Should characterization of the 32 parts consume longer than 96 hours, the entire lot must be

re-burned for an additional minimum of 24 hours [MIL-STD-883G , 2006, Method 1015.9, Sect. 3.2].
15Indeed, the scalar quantities necessary to compute the figure-of-merit described in Section K.4.1

are only extracted and recorded in Mode G0.
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Gain mode

Frequency parameters Amplitude parameters

Start Stop Step size Total steps Vin Vout

[Hz] [kHz] [#/dec] [#] [mVPP] [mVPP]

G0 30 60 10 30 56.57 799.05

G1 30 60 3 9 197.99 884.39

G2 30 60 3 9 565.69 799.05

Table K.2: Sweep parameters for FR test bench during burn-in testing. For reference,
the mode-dependent amplitude values on SRS DS360 front panel are converted to
differential equivalents at the input (Vin) and output(Vout) of the SVEPRE front-end
using nominal gain values of all signal path components.

Frequency modes F0–F2 describe the fundamental frequencies of the input tones

for which the linearity of the front-end is measured by the LN test bench. These

sinusoidal signals, whose spectral purity is assured through the use of an SRS DS360

function generator (cf. Section 6.2.2.1), are distributed over the bandwidth of interest

since acceptance limits can vary across this passband in conjunction with the scientific

data sought.

K.2.2.2 Frequency Response (FR)

For each of the gain modes identified in Table K.1, the frequency response of the entire

signal path, including the front-end under test, is obtained by applying a single-tone

sinusoid of fixed amplitude and varying its frequency over the bandwidth of interest

using the SRS DS360 logarithmic sweep capability; the parameters of these sweeps

are summarized in Table K.2. Assessing the output amplitude at each frequency step

and computing its ratio against the input amplitude generates an approximation to

a Bode magnitude plot of G(f) where, at each frequency tested:

G(fo) =
Vout(fo)

Vin(fo)
(K.1)

To limit the duration of this portion of the characterization, the number of

frequency steps varies with the gain mode. The result is a coarser sampling in
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Gain mode Total steps

Vin Vout

Start Stop Start Stop

[#] [mVPP] [mVPP] [mVPP] [VPP]

G0 21 5.66 84.85 79.91 1.199

G1 23 19.80 265.87 88.44 1.188

G2 21 59.40 831.56 83.90 1.175

Table K.3: Sweep parameters for LN test bench during burn-in testing. For reference,
the mode-dependent amplitude values on SRS DS360 front panel are converted to
differential equivalents at the input (Vin) and output(Vout) of the SVEPRE front-end
using nominal gain values of all signal path components.

frequency for modes G1 and G2, as evidenced by Table K.2. Note that the input

amplitude varies inversely with the gain mode so as to maintain an approximately

constant output amplitude: exercising the same decision levels of the ADC in each

gain mode prevents its non-linear effects from introducing discrepancies in the data.

K.2.2.3 Linearity (LN), Gain Compression

For each of the gain modes and fundamental frequencies identified in Table K.1,

the gain compression of the entire signal path, including the front-end under test,

is obtained by applying a single-tone sinusoid of fixed frequency and varying its

amplitude over the signal range of interest. Table K.3 provides the parameters of

this amplitude sweep for each gain mode.

Assessing the output amplitude at each input amplitude step and computing their

ratio yields a measure of the gain as a function of input amplitude:

Vout(fo) = G(Vin)Vin(fo) (K.2)

In the ideal case, the coefficient of (K.2) would reduce to a constant G(Vin) =G, so

that Vout ∝ Vin and a plot of Vout against Vin would be a straight line with slope

G. To assess the compression concomitant with the actual circuit, the degree of

deviation from this ideal is determined by developing a first-order least-squares fit to
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the Vout-vs-Vin curve above, yielding an estimate of the ideal V ′out given by:

V ′out(Vin) = G′Vin + go (K.3)

where unlike G, G′ is constant. Taking the percent difference between these two

quantities at each input amplitude produces a series of so-called residuals described

by

ρ(Vin) =
V ′out(Vin)− Vout(Vin)

Vout(Vin)
=

(G′ −Go)Vin + go

GVin

(K.4)

To arrive at arrive at a single number that encapsulates the extent to which the

actual gain is nonlinear for a particular set of the test vectors, the RMS average of the

residuals over all K of the discrete input amplitudes defined in Table K.3 is dubbed

the residue, R, and computed as:

R =

√√√√ 1

K

K∑
k=1

ρ2(Vin,k) (K.5)

Again, it is critically important amplitudes scale inversely with the gain mode so to

isolate the nonlinearities of the front-end from those of the ADC.

K.2.2.4 Linearity (LN), SFDR

Using the amplitude sweep parameters of Table K.3 for each combination of the gain

and frequency vectors, the SFDR of the entire signal path, including the front-end

under test, is also obtained. In contrast to Section 6.2.2.4, the underlying FFT

consists of only 212 samples; with the ADC running at 100 kS/s, this equates to a

bin width of ∼ 24 Hz.16 As prescribed in (3.6) and (3.7), the peak SFDR over the

amplitude sweep is used as the representative measure of harmonic distortion for each

combination of test vectors.

16The SFDR is computed from a PSD spectral estimate based on a modified periodogram using
a method similar to that of Section 6.2.2.4, but with two key differences are: no Welch-averaging is
performed and the window length matches that of the data record (i.e., N=L).
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K.2.2.5 Power Dissipation (PD)

The power dissipation of Vsup and Vesup is measured using a voltmeter to measure the

voltage drop across R1 in the circuit of Figure H.6. However, as only negligible power

is consumed by the latter, Psup is the measure of the total front-end power that best

captures the effects of burn-in.

K.3 Results

Invoking the metrics described in Section K.2.2, Table K.4 and Table K.5 summarize

the performance of the DUTs, ordered by serial number (SN), when measured before

and after burn-in, respectively. These tables report the departure from the nominal

gain Go of each mode in Table K.1 given by the gain error

Gerr = G′ −Go (K.6)

rather than the absolute gain, since the ability to accurately set the gain of the device

to a known value is more relevant to its utility than the absolute value of that gain.

Indeed, this is in part why the G1 and G2 modes are omitted (cf. Section K.2.2.1).

Furthermore, given the coarse sampling of the FR test bench, (K.6) derives Gerr from

G′—the slope of the regression obtained as part of compression measurements by the

LN test bench—rather than the passband gain of the approximated Bode response.

K.4 Analysis

Final ranking of the parts is predicted on the formulation of a novel figure-of-merit

(FoM) that encapsulates the performance of a single instance relative to all the other

members of the population. It is derived from the metrics described in Section K.2.2

and, like them, is computed both before and after burn-in. It should be emphasized

that the FoM itself says nothing about the response of a given instance, or indeed a

population thereof, to burn-in (or any other experimentally applied) stress. Rather, it

is general way of assessing the performance of a single instance relative to all the others
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in a population. In so doing, it measures the relative ’goodness’ of a particular part

against its peers and can, therefore, be used to rank the members of any population.

K.4.1 Figure of Merit

For device x, the FoM at fundamental frequency fo is defined as a weighted sum of

the normalized versions of each of the metrics presented in Table K.4 and Table K.5,

in linear units:17

FoM(x)|fo = WP
P (x)

P

∣∣∣∣
fo

+ WG
Gerr(x)

Gerr

∣∣∣∣
fo

+ WR
R(x)

R

∣∣∣∣
fo

+ WS
SFDR(x)

SFDR

∣∣∣∣
fo

(K.7)

where the normalizing constants are their ensemble averages over the populations

(indicated by overbars) and the nominal weighting factors (cf. Table K.6) are

described in detail in Section K.4.1.1.

The lower the FoM of an instance, the better its relative performance, as this

implies lower power dissipation, lower gain error, lower residual error to the linear fit,

and higher SFDR. Enforcing the condition that the weighting factors sum to unity

ensures that a device whose performance matches that of the ensemble average for

each of the included metrics possesses an FoM of unity.

The FoM of a particular instance is computed for each of the frequency modes

in Table K.1, since all of the underlying metrics, save power, depend on fo. The

ability to evaluate device performance at a particular fundamental independently

from all others, is especially valuable if it is known that components in the signal path

other than the front-end ASIC dominate its performance over particular bandwidths.

However, it is also convenient to encapsulate the device’s performance with a single

scalar quantity by averaging the FoM over all M values of fo such that

AFoM(x) =
1

M

M∑
m=1

FoM(x)|fo,m (K.8)

Although more sophisticated weighting can be applied to this Aggregate Figure of

17Converting the gain error and SFDR from dB to linear units prior to the FoM computation
ensures that all the ratio terms, and thus the FoM itself, are unitless.
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SN
Power

Mode F0 (100 Hz) Mode F1 (1 kHz) Mode F2 (10 kHz)

Gerr Residue SFDR Gerr Residue SFDR Gerr Residue SFDR

[mW] [dB] [%] [dB] [dB] [%] [dB] [dB] [%] [dB]

001 48.00 0.39 8.80 44.88 1.11 4.03 48.71 0.73 3.70 48.39
002 48.53 0.03 9.45 45.06 0.80 3.85 50.15 0.23 3.50 48.56
003 48.00 0.29 11.2 45.76 0.90 4.10 48.85 0.45 3.68 48.74
004 48.43 0.22 7.57 45.22 0.13 2.97 48.82 0.02 2.87 49.78

005 48.50 0.23 9.99 45.72 0.82 3.76 49.42 0.68 3.46 49.51
006 48.38 0.03 9.46 45.87 0.62 3.54 48.70 0.09 3.23 49.14
007 48.90 0.31 9.90 45.58 0.40 3.63 48.18 0.28 3.44 48.49
008 47.85 0.10 10.1 46.54 0.45 3.68 48.33 0.09 3.32 48.78

009 48.60 0.26 10.9 46.78 0.96 4.20 48.77 0.74 3.91 49.27
010 48.58 0.00 9.58 45.46 0.63 3.96 48.04 0.17 3.45 48.27
011 48.30 0.41 10.8 47.49 1.01 4.01 48.47 0.57 3.57 49.19
012 48.40 0.11 9.91 46.75 0.47 3.52 48.96 0.08 3.26 49.31

013 48.15 0.34 9.94 45.32 1.02 3.89 49.72 0.58 3.42 49.60
014 48.48 0.14 9.02 45.13 0.64 3.65 48.95 0.25 3.25 48.35
015 48.30 0.11 9.93 46.08 0.56 3.82 49.80 0.52 3.48 49.07
016 48.80 0.11 9.58 47.16 0.79 3.75 49.28 0.17 3.32 49.26

017 48.25 0.10 13.1 44.98 0.82 7.43 45.07 0.68 6.92 43.37
018 47.60 0.37 11.1 45.29 0.26 4.62 48.32 0.11 4.14 48.19
020 48.88 0.17 10.1 45.88 0.98 4.12 48.23 0.57 3.66 50.24
022 48.10 0.48 9.74 46.40 0.19 3.62 47.96 0.00 3.32 47.00

023 48.05 0.62 8.38 46.50 0.96 2.87 49.04 0.68 2.74 49.51
024 47.95 0.37 8.85 46.80 0.87 2.85 48.87 0.27 3.13 49.91
025 48.48 0.19 9.23 46.32 0.94 3.87 48.47 0.66 7.50 49.55
026 48.30 0.59 8.38 46.21 0.05 2.84 47.55 0.70 2.80 48.75

027 48.13 0.17 9.76 46.38 0.82 3.86 47.81 0.76 3.52 48.59
028 48.65 0.51 9.73 45.93 1.25 4.11 47.80 0.88 3.70 49.67
029 48.65 0.31 11.2 44.92 0.78 3.92 48.77 0.19 3.43 49.90
030 48.48 0.25 10.6 44.61 0.40 4.00 47.92 0.16 3.50 46.75

031 48.28 0.01 11.0 46.37 0.67 4.24 48.18 0.19 3.73 48.77
032 47.78 0.05 10.2 45.38 0.69 4.16 48.80 0.45 1.93 48.63
033 48.60 0.17 9.26 45.34 0.64 3.76 48.04 0.69 3.52 50.31
034 48.58 0.01 11.1 46.16 0.63 3.17 49.23 0.27 3.62 48.35

µ 48.34 0.23 0.10 45.88 0.70 0.04 48.54 0.40 0.04 48.79
σ 0.32 0.17 0.01 0.72 0.29 0.01 0.88 0.27 0.01 1.27

Table K.4: Measured performance of SVEPRE lot before burn-in, ordered by DUT
serial number (SN). Ensemble mean (µ) and standard deviation (σ) computed below
for each metric of Section K.2.2.
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SN
Power

Mode F0 (100 Hz) Mode F1 (1 kHz) Mode F2 (10 kHz)

Gerr Residue SFDR Gerr Residue SFDR Gerr Residue SFDR

[mW] [dB] [%] [dB] [dB] [%] [dB] [dB] [%] [dB]

001 48.13 0.35 9.93 45.13 1.07 4.12 47.68 0.72 3.86 48.47
002 48.53 0.26 10.6 46.32 0.82 3.72 48.66 0.25 3.34 49.82
003 47.98 0.19 9.82 45.51 0.95 4.05 48.52 0.47 3.62 49.68
004 48.55 0.49 9.45 45.62 0.13 3.23 48.62 0.01 3.03 49.49

005 48.48 0.08 9.63 46.10 0.80 3.80 48.17 0.65 3.43 48.88
006 48.30 0.15 8.95 45.08 0.58 3.47 48.43 0.05 3.19 48.61
007 48.90 0.44 9.41 45.13 0.38 3.61 47.60 0.23 3.31 48.57
008 47.75 0.18 8.07 46.58 0.45 3.20 49.46 0.08 3.07 49.89

009 48.58 0.38 11.4 46.51 0.98 4.23 49.22 0.76 3.86 47.84
010 48.80 0.18 10.5 45.01 0.55 4.27 48.00 0.21 3.90 47.89
011 48.33 0.29 10.0 45.58 1.06 4.23 48.52 0.63 3.87 48.27
012 48.40 0.31 9.10 47.12 0.45 3.59 48.28 0.09 3.40 49.28

013 48.15 0.30 11.0 45.95 0.86 4.03 49.19 0.53 3.51 50.32
014 48.48 0.09 9.48 45.10 0.61 3.72 47.76 0.24 3.30 48.35
015 48.30 0.22 9.47 45.82 0.58 3.74 49.38 0.53 3.43 49.13
016 48.80 0.15 10.0 46.75 0.80 3.76 48.25 0.18 3.32 48.12

017 48.25 0.10 12.3 45.18 0.87 6.97 46.43 0.72 6.46 43.43
018 47.63 0.68 9.42 45.88 0.24 4.64 47.52 0.13 4.16 48.52
020 48.88 0.19 10.2 46.19 0.98 4.16 48.34 0.60 3.71 50.04
022 48.08 0.52 9.70 45.21 0.20 3.71 47.50 0.00 3.14 47.05

023 48.25 0.27 11.6 45.40 0.90 4.18 48.26 0.63 3.87 48.26
024 48.08 0.00 10.1 46.43 0.83 4.17 48.35 0.23 3.71 49.77
025 48.53 0.17 10.7 45.33 0.92 4.31 48.54 0.64 3.99 48.43
026 48.33 0.72 9.92 45.42 0.04 3.55 48.69 0.75 3.01 48.51

027 48.15 0.05 9.91 46.40 0.83 4.20 48.57 0.77 3.88 48.77
028 48.68 0.47 11.0 44.51 1.23 4.37 48.75 0.87 3.92 50.61
029 48.63 0.23 11.5 46.18 0.81 3.98 48.08 0.17 3.55 50.53
030 48.50 0.63 11.1 44.43 0.37 3.91 48.27 0.12 3.59 47.54

031 48.28 0.01 10.2 46.59 0.79 4.38 47.82 0.20 3.94 48.54
032 47.80 0.02 10.4 45.86 0.70 4.08 48.22 0.48 2.20 49.08
033 48.60 0.05 11.0 45.96 0.61 3.90 47.30 0.41 6.19 49.49
034 48.60 0.12 10.9 45.22 0.62 3.90 48.77 0.27 3.47 49.81

µ 48.36 0.26 0.10 45.73 0.69 0.04 48.29 0.39 0.04 48.78
σ 0.32 0.20 0.01 0.66 0.29 0.01 0.64 0.27 0.01 1.31

Table K.5: Measured performance of SVEPRE lot after burn-in, ordered by DUT
serial number (SN). Ensemble mean (µ) and standard deviation (σ) computed below
for each metric of Section K.2.2.
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Metric Weight
Nominal

value

Power WP 0.2
Gain error WG 0.4
Compression WR 0.3
SFDR WS 0.1

Table K.6: Weighting coefficients for figure-of-merit defined in (K.7), empirically
chosen to favor those metrics with the widest variation and least measurement error.

Merit (AFoM), uniformity is preferred here.

K.4.1.1 Weighting

The nominal values of the weighting factors in (K.7), which are given in Table K.6,

are chosen both to satisfy the normalizing condition and to reflect the importance

placed on the relative performance of each device with regard to the corresponding

metric.18 Low-accuracy metrics (e.g., SFDR) receive lower weights since their sample-

to-sample variation across the ensemble reflects stems largely from the noise of these

measurements rather than actual device discrepancies.

Specifically, the smaller significance attached to the power metric (Wp) reflects the

fact that it hardly varies at all over the ensemble (< 1%), so its minor fluctuations

are dominated by measurement error and, thus, not weighted heavily. Similarly, a

low weighting is given to the SFDR metric (WS) because it is an inherently noisy

measurement and, also, expresses little variation over the ensemble. In light of these

factors, it is evident that performance in terms of gain and compression—metrics that

befit the dynamic range requirements of plasma wave receivers (cf. Section 3.1.2) and

carry the least measurement error—dominate the overall FoM of a given instance

18Another means of weighting the individual terms in the FoM definition would be to determine
the spread of each over the ensemble (defined, for example, as σ/µ) and normalize all terms in (K.7)
to the spread of any single term so that, on average, each resulting quantity would contribute the
same amount to the total. Then, an additional set of weights could be applied to these normalized
terms, to formulate the desired relative impacts. However, given that terms with little spread are
both insignificant to determining relative performance and likely to be dominated by measurement
error, the proposed weighting method is superior to spread normalization in averting the undesired
influence of such fluctuations on FoM.
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with the selected weights of Table K.6.

K.4.2 Ranking

Based on the aggregate FoM defined by (K.8), three different ranking schemes are

proposed:

K.4.2.1 Delta Acceptance

The delta acceptance method merely determines at the difference (or delta) in the

AFoM of each part before (AFoMpre) and after burn-in (AFoMpost) and ranks those

parts more highly whose delta is smallest. That is, it ranks each instance x according

to the quantity δ(x) where

δ(x) = AFoMpost(x)− AFoMpre(x) (K.9)

To foster intuition for the efficacy of this method, two assumptions are necessary.

The first, which is justified by the data, is that the AFoM does not vary substantially

across the ensemble.19 Secondly, it is presumed that if two parts demonstrate the

same percent change in performance, the part whose absolute performance is better

should be favored.

Recall that the FoM defines ‘goodness’ relative to all the other instances in the

ensemble. So, if a part possesses a lower(better) FoM before burn-in, the same percent

increase in FoM after burn-in yields a smaller δ(x) than for a part whose pre-burn-in

FoM is higher. In other words, parts with a low FoMpre are characterized by lower δ(x)

than those with a high FoMpre for the same percent change in performance relative to

the rest of the population. In this way, those parts with better absolute performance

still rise to the top of the delta ranking system, as long as they do not experience

larger-than-average percent degradation.

Additionally, the relative nature of the FoM must be considered in any such failure

scenario. Namely, if a part with a low FoMpre suffers from a large δ(x), then its

19If it does, remove the outliers from consideration to improve the tightness of the AFoM scatter.
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performance has degraded more so than that of its peers as a result of burn-in.

So, by definition, it is a less desirable than one whose position relative to its peers

does not change with burn-in. Favoring the latter serves the purpose of burn-in

characterization because those parts that are less robust to thermal stress than their

peers filter to the bottom of the rankings.

K.4.2.2 Epsilon Acceptance

A simple modification to the delta method, epsilon acceptance merely determines the

percent difference (or epsilon) in the AFoM of each part before and after burn-in

rather than the absolute difference embodied in its δ(x). Again, it ranks those parts

more highly whose epsilon is smallest. That is, it ranks each instance x according to

the quantity ε(x) where

ε(x) =
AFoMpost(x)− AFoMpre(x)

AFoMpre(x)
=

δ(x)

AFoMpre(x)
(K.10)

Measuring only the relative variation in AFoM for each instance appears desirable,

as it isolates the change as a result of burn-in stress from the absolute performance

either before or after. But, eliminating dependence on absolute value permits a part

with a high AFoMpost to rank ahead of one with a lower (and, hence better) AFoMpost

simply because it underperformed the ensemble average almost exactly as much before

burn-in as after.

K.4.2.3 Zeta Acceptance

Using zeta acceptance provides an explicit method of adjusting the importance of the

absolute AFoM relative to the burn-in-related changes in the final ranking. To do so,

it squares the percent difference in the AFoM of each part and adds it back to the

AFoMpost resulting in a quantity dubbed ζ. Again, it ranks those parts more highly

whose zeta is smallest. That is, it ranks each instance x according to the quantity
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ζ(x) where

ζ(x) = α1AFoMpost(x) + α2

(
AFoMpost(x)− AFoMpre(x)

AFoMpre(x)

)2

= α1AFoMpost(x) + α2ε
2(x)

(K.11)

Although delta acceptance accounts for both absolute and relative AFoM, the

significance of these two factors cannot be adjusted; for a given percent change due

to burn-in, there is no way to increase the importance of that discrepancy relative to

the absolute FoM levels in the δ(x) rankings. In contrast, the zeta rubric affords a

straightforward means of separating these two types of measures and then recombining

them into a final ranking with control of their weights, α1 and α2.20 If these coefficients

are chosen such that, on average over the ensemble, the first and second terms of

(K.11) are of equal size, absolute and relative variations are given equal prominence.

For the SVEPRE-3 FoM data, this condition is achieved with α1 =0.1 and α2 =7.

K.4.3 Summary

For all frequency modes, Table K.7 provides the FoMpre and FoMpost of each

SVEPRE instance (identified by serial number, SN), as well as the delta, epsilon,

and zeta rankings derived from the cumulative AFoMpre and AFoMpost. The ordering

corresponds to delta acceptance, with the lowest (read best) rankings at the top.

Although delta acceptance is the method selected here, it is evident that the robust

burn-in performance of SVEPRE-3 results in nearly identical rankings of the top 15

parts using all three systems.

20A word of caution: the ε2(x) term in (K.11) amplifies the effect of burn-in variations on the
final ranking and compensation with only the (linear) A2 coefficient cannot completely neutralize
this effect. Thus, the zeta method exhibits an inherent preference for those devices with minimal
burn-in degradation at the expense of absolute performance.
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SN
Mode F0 (100 Hz) Mode F1 (1 kHz) Mode F2 (10 kHz) Rankings

FOMpre FOMpost FOMpre FOMpost FOMpre FOMpost δ(x) ε(x) ζ(x)

003 1.043 1.132 1.433 1.433 1.344 1.350 0.032 3.008 0.142
005 1.040 1.130 1.433 1.434 1.360 1.368 0.033 3.106 0.144
008 1.025 1.110 1.406 1.386 1.321 1.321 0.035 3.268 0.139
029 1.054 1.154 1.439 1.441 1.339 1.346 0.036 3.348 0.146

032 1.025 1.125 1.420 1.419 1.324 1.332 0.036 3.489 0.145
027 1.030 1.125 1.433 1.433 1.360 1.373 0.037 3.449 0.146
014 1.032 1.133 1.425 1.426 1.341 1.349 0.037 3.491 0.146
022 1.044 1.148 1.401 1.400 1.327 1.332 0.037 3.495 0.146

007 1.049 1.154 1.426 1.424 1.352 1.357 0.038 3.535 0.148
012 1.030 1.132 1.414 1.412 1.329 1.340 0.038 3.592 0.146
031 1.031 1.126 1.433 1.440 1.338 1.351 0.038 3.565 0.145
017 1.051 1.152 1.490 1.491 1.400 1.413 0.038 3.549 0.151

015 1.031 1.134 1.416 1.412 1.350 1.359 0.039 3.635 0.147
018 1.043 1.145 1.405 1.407 1.326 1.337 0.039 3.619 0.146
006 1.026 1.129 1.422 1.413 1.329 1.335 0.039 3.685 0.146
020 1.042 1.144 1.458 1.456 1.362 1.374 0.039 3.641 0.149

013 1.042 1.147 1.436 1.428 1.348 1.353 0.039 3.681 0.148
011 1.045 1.143 1.445 1.448 1.353 1.371 0.040 3.623 0.147
016 1.032 1.139 1.439 1.440 1.342 1.354 0.040 3.767 0.149
034 1.036 1.146 1.419 1.427 1.347 1.351 0.040 3.803 0.150

002 1.030 1.146 1.431 1.432 1.343 1.347 0.040 3.885 0.152
001 1.037 1.143 1.443 1.447 1.358 1.371 0.041 3.828 0.150
024 1.030 1.123 1.415 1.432 1.326 1.342 0.042 3.802 0.144
028 1.053 1.167 1.468 1.464 1.374 1.384 0.042 3.908 0.153

009 1.045 1.156 1.450 1.445 1.370 1.383 0.043 3.978 0.152
026 1.044 1.163 1.390 1.390 1.353 1.366 0.044 4.110 0.152
025 1.032 1.146 1.444 1.447 1.395 1.377 0.045 4.173 0.153
004 1.027 1.150 1.393 1.394 1.322 1.334 0.046 4.349 0.154

033 1.036 1.142 1.433 1.434 1.360 1.390 0.046 4.174 0.151
030 1.047 1.173 1.423 1.416 1.343 1.350 0.046 4.333 0.155
010 1.029 1.150 1.434 1.437 1.341 1.362 0.048 4.507 0.155
023 1.042 1.153 1.421 1.439 1.345 1.370 0.052 4.628 0.152

µ 1.04 1.14 1.43 1.43 1.35 1.36 0.04 0.04 0.15
σ 0.01 0.01 0.02 0.02 0.02 0.02 0.00 0.00 0.00

Table K.7: Burn-in rankings of SVEPRE lot using delta acceptance method. Since
FoM is relative to ensemble, its mean (µ) and standard deviation (σ) vary minimally.



Bibliography

Abdelmoneum, M. A.; Demirci, M. M.; Li, S.; and Nguyen, C. T. C. “Post-

fabrication laser trimming of micromechanical filters”. In IEEE International

Electron Devices Meeting, 2004. IEDM Technical Digest., pp. 39–42. IEEE, San

Francisco, CA: IEEE Press, 13–14 December 2004. ISBN 0-7803-8684-1. doi:

10.1109/IEDM.2004.1419058.

Abo, A. M. and Gray, P. R. “A 1.5-V, 10-bit, 14.3-MS/s CMOS pipeline analog-to-

digital converter”. IEEE Journal of Solid-State Circuits, vol. 34, no. 5, pp. 599–606,

May 1999. doi:10.1109/4.760369.
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